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Organization status

 Swiss funding for 2020: approved with minimal direct 

funding (1 FTE). Operations guaranteed. 

 Manpower allocation: ½ operator, ½ scientist (to be 

found). Contribution from infrastructure (CDCI project, 

led by S. Paltani) for web mastering, DB support and 

web-analysis. Contribution from ESA for operations.

 Synergies with other projects and past savings is 

essential. ½ scientist in 2019 from ESA; ½ scientist from 

FNRS.

 Operator retires in January 2020, substitute will start in 

December 2019 for training.



 Updates of IC files provided by instrument 

teams

 monitoring of SPI gain at each revolution 

with automated procedure

 SPI gain coefficients updated last time in 

2018

 Processing and archiving of CONS data

Routine tasks



IBAS energy calibration 
with OSA11 

• Outdated energy calibration in IBAS probably 
causes under detection

• Diego Gotz implemented an update to IBAS 
code with contribution by VS and ISDC

• Introduced in operations on 21 November 
2019. 

• Tuning threshold for too many weak alerts



ISDC Operations/data 

distribution
 NRT data are available within 3 hours. Smooth processing 

(monitoring issues more closely now for MMA).

 Page to distribute data since AO13, public for serendipitous 

science. Handled Russian peculiarity.

 Need for OSA energy reconstruction step both for JEM-X and 

ISGRI. NRT data for JEM-X2 are not always available due to 

difficult energy reconstruction.

 Occasional gaps in NRT telemetry due to hardware failure of 

the University infrastructure supporting the data transfer or 

interruption (switch).

 CONS data are obtained now from virtualized DVD transfer 

from MOC

 Service widely used for SPI-ACS data in NRT





Quick look analysis of 

INTEGRAL data

 3 GRB in the IBIS FOV in 2019, 7 in 2018 

 ~200 GRB/year in SPI ACS. Used for IPN 

triangulation.

 Inform all PIs of data rights only in case of 

outstanding problems or relevant serendipitous 

sources.

 18 ATeLs (5 lead by ISDC) and 71 GCNs related 

to INTEGRAL discoveries in 2019 (included GW 

and neutrino follow-up)



Telemetry



Operations: Good times vs scheduled 2041 – 2150



July-AUGUST
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Rsync
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High level quick-look 

products, HEAVENS

~60 single accesses per month

 Development

on hold

 Used OSA9

 Updated 

IREM on 

request



INTEGRAL conference 2019

 Proceedings in the final phase of production in Italy

https://www.astro.unige.ch/integral2019/



ISDC catalog

 Released catalog v. 41 in June 2018 (major revision)

 Released catalog v. 42 in December 2018 (+11 sources)

 Released catalog v. 43 in June 2019 (+5 sources)



OSA11 downloads
(since release and until 25 November)

 255 downloads (76 downloads of OSA 10.2 

after OSA11 release)

 3 source code (often the same user as for 

binaries)

 79 test data

 221 catalog bundles

 >2300 pulls of the docker image (not 

possible to trace provenance on 

dockerhub)



OSA future activities

• Release of OSA 11.1 with j_ima_iros solving 
several issues (January –February 2020)

• Compton imaging as delivered now cannot be 
distributed, because

• it assumes the local filesystem of the developer

• It does not use dal libraries for IC files (so not possible 

to access and update them)

• It does use the parameter files

• It does not use the logging system

• ISGRI energy calibration updates do not require any 

update to OSA



ISGRI energy calibration

• A plan has been agreed between ISDC and 
ESA to perform ISGRI calibration in 2020.

• Work is supervised by VS, but actually 
performed by an ESA trainee: Lionel 
Metrailler (TBC)

1. Identify sources for cross-calibration with 
SPI and  possibly NuSTAR

2. Preparing basic calibration files using 
existing pipeline

3. Verification and adjustment



Time-domain astronomy

 MoU with Antares

 MoU with IceCube for non-public alerts

 LVC issues public notices

 Implemented the real-time dump of SPI-ACS 

stream to be possibly used in fast triangulation 

with GBM and IPN satellites.

 System of “burst advocates”



Transient event dashboard

• Every input (GCN notice) is 
automatically processed and it 
generates results.

• Link to the workflow is private

• Need to improve on dissemination, as 
results are in Zenodo sandbox



The private dashboard to work on data

https://analyse.reproducible.online/transie
nts/dashboard/

https://analyse.reproducible.online/transients/dashboard/


“Standard” INTEGRAL transient analysis: end to end

Research, development environment
lets experts develop standardized, test, 
and integrate:

● data reduction (close to data)
● GRB spectral models (linked to literature)
● statistical methods (as portable as possible)
● visibility planning tools (remote ESAC service)

VOEvent, GCN, ATel, Kafka, etc

experts Shift (24/7)

● Find combinations of data, adapters, 
statistical methods, publishers, planners

● suggest follow-up
● distribute standard results with public 

data, uploads to  zenodo sandbox.



From ISDC to CDCI

 Raw data are not enough, we need to have the 

ability to run a stramlined analysis and easily 

access high-level data.

 Unige is working on financial support for a 

common data center infrastructure (CDCI)

 As part of this, we are making a pilot project for 

an online tool for INTEGRAL data analysis and 

long-term preservation of S/W and archive

 It was extended also to another missions at 

UNIGE: Polar

 Reproducible workflows-> OSA simplified, 

calibration workflows



Cross calibration activities

• We are working on integrating the dashboard 
concept to a living cross calibration archive 
(sketched at IACHEC)

• We will aim at an automatic fetching of 
calibration observations from IACHEC and 
provide comparison with INTEGRAL

• We plan to perform automated tests to check the 
cross-calibration of INTEGRAL instruments

• This is very relevant also for the development of 
ISGRI calibration



CROSS-calibration
Her X-1 checks for cyclotron line energy

• We collected all simultaneous observation of INTEGRAL and 
NuSTAR and compare them (preliminary results)

• We are using SPI or NuSTAR data to benchmark ISGRI energy 
calibration (systematic differences in OSA11 to be understood)

REV 2105

Par ISGRI Reference (sigma)

LineE 36.02 +/- 0.39 ; 35.37 

+/- 0.16 ; 1.6

lg10Flux -7.89 +/- 0.01 ; -7.89 

+/- 0.00 ; 0.4

'status': 'OK',



General infrastructure: a game changer

• Need to define standards for data and for data mining
• There is a deep discussion on this point: challenge is the 

need to be flexible, but also rigorous
• Need to define standards for data manipulation and 

standardized workflows. 
• Availability of docker environment and easily accessible tools 

as notebooks is a game changer: it is possible to ship s/w and 
methods in a portable manner. Challenge is to make this 
searchable and explorable.

• VS developed a way to execute python notebooks having 
inputs and outputs and call them as functions. Translated in 
common workflow language (standard for other projects, e.g. 
Reana at CERN)

• Building an infrastructure to expose the results of analysis



Offline Data Analysis (from OSA to ODA)

• We also run OSA executable from a web tool or python API
• We will have a public version for public data (~1-year old)
• We have a private internal version with access to NRT data 

for operations and transients. 



A python API for OSA

• It is possible to call OSA runs using python
• However, processing is done at ISDC with 

insufficient computing resources
• There is no current solution to this issue, but 

ESA project on Astro-Lab could help
• Backend is portable, but it requires work to be 

ported



Examples

https://github.com/cdcihub/oda_api_benc
hmark/tree/master/examples

data=disp.get_product(instrument

='isgri',                        

product='isgri_lc',                        

T1=T1_utc,                        

T2=T2_utc,                        

T_format=T_format,                        

E1_keV=E1_keV,                        

E2_keV=E2_keV,                     

query_type='Real',

osa_version='OSA10.2',

RA=ra,

DEC=dec,

product_type='Real',

time_bin=time_bin,

selected_catalog=api_cat)

https://github.com/cdcihub/oda_api_benchmark/tree/master/examples


Reproducible and storable
• The system is built with internal cache to save 

intermediate products. 

• The second time you make the same query, results 

are faster.

• Backend can be deployed virtually anywhere, 

because it is based on a “singularity” cluster, which 

runs science windows in parallel.

• The extension to other queue systems (slurm) is not 

done.

• It needs a system called k8s that listens to requests 

and dispatches them.



ODA current limitations

• We have very limited computing resources and 
virtually no sysadmin supports (self 
administrated cluster)

• We need to limit science window number to 50 
per run to avoid overcharge (it can be changed)

• We have very limited human resources (~2 
FTEs)

• JEM-X is not fully developed. 
• Working towards possible DataLabs integration 

at ESA



• The current archive of cached data is constructed with a 
lineage of data and dependencies as in a arborescence, a 
noSQL database.

• User requests will effectively create an archive of results 
accessible with a limited latency. 

• For a legacy archive, we should also create a SQL data 
base of pre-computed results with active links to the 
processing. This will allow an easy access to spectra, light 
curves and images.

Future 
plans and 
wishes



A prototype of data gallery

• We wish to populate an archive of relevant results with links to 
the online analysis results (images,spectra lightcurve), but 
above all to the workflow having generated it.

• With a simple click, we can pass from the image to the 
workflow producing it. Access source files and in case modify 
the analysis.


