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Summary

The wordplanetcomes from Greekplanēt̄es, wanderers, because the planets
appear to wander across the celestial sphere, contrary to the fixed stars.

This thesis presents several methods for using this motion to distinguish between stars and
solar system objects in order to detect and track NEOs, Near Earth Objects: Asteroids and
comets following paths that bring them near the Earth. NEOs have collided with the Earth
since its formation, some causing local devastation, some causing global climate changes,
yet the threat from a collision with a near Earth object has only recently been recognised
and accepted.

The European Space Agency mission Gaia is a proposed space observatory, designed to
perform a highly accurate census of our galaxy, the Milky Way, and beyond. Through
accurate measurement of star positions, Gaia is expected todiscover thousands of extra-
solar planets and follow the bending of starlight by the Sun,and therefore directly observe
the structure of space-time.

This thesis explores several aspects of the observation of NEOs with Gaia, emphasising
detection of NEOs and the quality of orbits computed from Gaia observations. The main
contribution is the work on motion detection, comprising a comparative survey of five
different motion detection tests, one of which is proved to be optimal among all translation
invariant and symmetric tests.
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Dansk resumé

Jordnære objekter

Ordetplanetkommer af det græskeplanēt̄es, vandringsmænd, idet planeterne
synes at vandre henover himmelhvælvet, i modsætning til fiksstjernerne.

Denne afhandling præsenterer adskillige metoder der bruger denne bevægelse til at skelne
mellem stjerner og objekter fra vort solsystem, med henblikpå at opdage og observere
NEOer,Near Earth Objects: asteroider og kometer, hvis baner fører dem tæt på Jorden.
NEOer har kollideret med Jorden siden dens tilblivelse. Nogle har blot forårsaget lokal
ødelæggelse, andre har forårsaget globale klimaforandringer, men først for nyligt er NEO-
truslen blevet anerkendt og accepteret.

Gaia er et foreslået rumobservatorium (drevet af det europæiske rumagentur ESA) der
har til formål at skabe et tredimensionalt stjernekort af hidtil uset nøjagtighed. Baseret på
disse nøjagtige positionsmålinger forventes Gaia at opdage tusinder af planeter uden for
vort solsystem, samt at følge lysets bøjning forårsaget af Solens tyngdekraft, og herigen-
nem foretage en direkte observation af rum-tidens struktur.

Denne afhandling undersøger adskillige aspekter af observation af NEOer med Gaia, med
særlig vægt på detektion af NEOer og kvaliteten af baneparametre beregnet ud fra Gaia-
observationer. Det primære bidrag er inden for detektion afbevægelse, og består af en
sammenlignende oversigt over fem forskellige metoder til bevægelsesdetektion, hvorun-
der en vises at være optimal blandt alle symmetriske og translationsinvariante tests.
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Chapter 1

Introduction

Figure 1.1: Near Earth Asteroid Eros at a distance of 200 km, imaged by theNEAR-Shoemaker
spacecraft less than a year before it landed on the asteroid.Eros is a large NEA, measuring about
33× 13× 13 kilometers (image courtesy of APL/NASA).

Each year during the recent history of the Earth, an average of approximately 108 kg of
meteoritic material has been falling onto it, ranging in size from microscopic dust particles
to asteroids several kilometers across [Ceplecha 1992]. Most of the influx comes from
bodies more massive than 103 kg. An object whose orbit brings it sufficiently close to
that of the Earth, thus having a non-zero long-term probability of impacting it, is called a
Near Earth Object, abbreviated NEO.

Although the annual probability of the Earth being struck bya large asteroid or comet is
extremely small, the consequences of such a collision are socatastrophic that it is prudent
to assess the nature of the hazard.

This thesis illuminates some aspects of observing NEOs and proposes elements of a
method to facilitate the computation of orbits using data from the Gaia satellite.

1



2 S. Wolff

1.1 Near Earth Objects

NEOs are objects that have been “nudged” out of their stable origin, typically due to grav-
itational perturbation by one or more of the major objects ofthe solar system. Depending
on that origin, they may be divided into two main categories:Near Earth Comets (NEC)
and Near Earth Asteroids (NEA). It is customary to impose a lower size limit, typically
a diameter of 50 meters, to distinguish between “space rubble” and NEOs capable of
penetrating the Earth’s atmosphere.

Near Earth Asteroids

Near Earth Asteroids originate in the Main Asteroid Belt (orthe Main Belt), a region in
space between the orbits of Mars and Jupiter. Several hundred thousand asteroids are
known and catalogued. The Main Belt extends from about 2.1 Astronomical Units (AU)
from the Sun to about 3.3 AU.

Near Earth Asteroids are divided into the following three families of asteroid: Atens,
Apollos and Amors. Each family is named after the first asteroid discovered, belonging
to that family. Figure 1.2 shows typical orbits for each family.

Atens have semi-major axes smaller than Earth’s. Their aphelion distance is larger than
that of the Earth. They were named for asteroid 2062 Aten.

Apollos have semi-major axes larger than Earth’s. Their periheliondistance is smaller
than that of the Earth. These asteroids were named for 1862 Apollo.

Amors have semi-major axes larger than Earth’s. Their periheliondistance is between
1.017 AU and 1.3 AU, placing these objects outside the orbit of Earth. The family
is named after 1221 Amor. The asteroid 433 Eros (see figure 1.1) belongs to the
Amor family of asteroids.

The orbits of Atens and Apollos cross that of the Earth, whereas the orbits of Amors do
not. Amors can be considered to be “Earth-approachers”, rather than “Earth-crossers”.
Apollos spend most of their orbital period outside the orbitof the Earth, whereas Atens
spend most of theirs inside the orbit of the Earth. Asteroidswith orbits always inside that
of the Earth (IEO, Inner Earth Object) also exist, but only a few are known, since such
objects are difficult to observe from the Earth, always beingnear the direction of the Sun.

The near Earth asteroids are by far the most frequently observed NEOs.

Near Earth Comets

Comets come from the outer reaches of our solar system. Hence, Earth orbit crossing
comets must have highly elliptical orbits. Like the asteroids, comets are also subdivided
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Figure 1.2: The orbits of the Earth, Mars and typical Aten, Amor and Apollo asteroids.

into groups: Short-period comets and long-period comets. The former group is believed
to originate in the Edgeworth-Kuiper belt, a region of spacejust beyond the orbit of Nep-
tune, now known to be occupied by thousands of icy bodies. TheEdgeworth-Kuiper belt
is thought to be a thick band around the ecliptic at a distancebetween 30 AU and 50 AU
[Allen 2001] from the Sun. The long-period comets are believed to originate in the Oort
Cloud, a region of space much farther away (50,000 AU) from the Sun. As opposed to
the Edgeworth-Kuiper Belt, observations of long-period comets show no preferential di-
rection of origin, suggesting that their region of origin isof spherical, rather than toroidal
shape. Comets having an orbital period shorter than 200 Earth years are considered short-
period comets, comets having an orbital period longer than 200 Earth years are considered
long-period comets. The comets coming close to the orbit of the Earth are presumably
perturbed out of the stable Edgeworth-Kuiper Belt or Oort Cloud orbits by the resonant
gravitational influence of the giant outer planets.

1.2 Impact Risk and Consequence

The Minor Planet Center of the International Astronomical Union considers an object
“potentially hazardous” when its minimum orbit intersection distance (MOID, see glos-
sary in appendix A) is less than 0.05 AU (about 20 lunar distances)and the absolute
magnitude (see section 2.2) of this object isH < 22, roughly corresponding to a diam-
eter of 150 m or larger. As of August 2005, there are more than 700 knownPotentially
Hazardous Objects(PHO) according to NASA/JPL1. There are more than 150 PHOs of

1http://neo.jpl.nasa.gov/



4 S. Wolff

absolute magnitudeH < 18, roughly corresponding to a diameter of 1 km or larger. The
minimum orbit intersection distance threshold corresponds roughly to the maximum or-
bit perturbation that could be caused by the gravitational influence of other solar system
objects within the next century [Virtanen 2005].

To estimate the order of magnitude of the amounts of energy involved in an impact, as-
sume a small spherical NEO of 50 m diameter and a density ofρ = 2g/cm3, impacting
the Earth. We will assume that all of the kinetic energy is transformed immediately when
the NEO strikes the Earth with an impact velocity of 20 km/s (atypical impact velocity
according to [Chyba 1991] and [Ceplecha 1992]). The mass of the object is thus approx-
imately 131,000 tons, which yields a kinetic energy of about3× 1016 J, equivalent to the
explosive energy of about 6 megatonnes of TNT, or about 300 Hiroshima bombs.

An object of this size is assumed to have exploded several kilometers above Tunguska,
Siberia in 1908, flattening more than 2000 square kilometersof forest. It is estimated
that one such object impacts the Earth every few hundred years [NEO Taskforce 2000].
Even small impactors may cause significant damage, albeit only locally. An impact in an
extended urban area will cause an enormous death toll. Impacts of global consequences
to climate, corresponding to impactors greater than 600 m, are estimated to occur on the
average every 70,000 years. A more recent estimate [Morbidelli et al. 2002] points to
impact frequencies about one fourth of this, proposing a mean time between impactors
greater than 600 m of 240,000 years. Despite their relative rarity, an actuarial assessment
estimates that the 2 km objects pose the greatest risk [Ceplecha 1992].

The threat of impacts has only recently been recognised through advances in telescope
technology and the collision of fragments of the comet Shoemaker-Levy 9 with Jupiter in
1994. In May 1998, NASA committed to discovering 90% of all kilometer-sized NEOs
within ten years, the so-calledSpaceguard Goal. According to [Jedicke et al. 2003], this
goal is not feasible given the current effort. The same paperproposes a space-based
survey as a means to achieve the goal, or, alternatively, an immediate significant increase
of the limiting magnitude of existing Earth-based survey programmes. Continuing at the
level of performance of the period 1999-2000, the authors estimate it would take another
33± 5 years to reach 90% completeness.

The main task of the European Space Agency mission Gaia is to measure the positions,
distances and other physical characteristics of about one billion stars in the Milky Way
and beyond. The Gaia satellite is scheduled to launch in year2011-2012, and will not
help achieving the Spaceguard goal within ten years of the 1998 commitment, but will
add significantly to our knowledge of NEOs. This thesis explores several aspects of the
observation of NEOs with Gaia.

1.3 Thesis Organisation and Contributions

Following this brief introduction to near Earth objects, the next chapter will provide an in-
troduction to astrometry and celestial mechanics, with emphasis on three-body orbits and
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Lagrange points. Chapter 3 compares the capabilities of themain Earth-based NEO search
programmes to those of ESAs space-based survey mission Gaia, described in further de-
tail in chapter 4, exploring the potential for observing NEOs with Gaia. This chapter
also contains new results regarding the probability of losing observations of fast-moving
objects. The main contribution of this thesis is presented in chapter 5. Four methods of
motion detection are introduced and their relative performance analysed.

A fifth, novel, method is also presented and shown to be optimal among all translation in-
variant methods assuming a symmetric velocity distribution. The relative performance of
all five tests is compared, and their individual advantages and disadvantages are discussed.
The optimal method is then applied to simulated Gaia observations. Finally, the properties
of the velocity estimate emerging from two of the methods areexamined with reference
to its use in orbit computation. Chapter 5 also describes howmotion detection and motion
estimation may be used to reduce the workload when linking observations to determine
a preliminary orbit. Classical and modern methods for preliminary orbit computation are
presented in the penultimate chapter, covering the so-called Gauss-Encke-Morton method
and introducing orbit computation by statistical inversion methods. Possible avenues of
future work are presented in chapter 7, along with a summary of the work presented in
the thesis. Appendix A contains a glossary of relevant terms.



Chapter 2

Astrometry and Orbital Dynamics

2.1 Coordinate Systems in Astronomy

The most commonly used coordinate systems in astronomy are spherical coordinate sys-
tems originating in aheliocentric(Sun-centered),geocentric(Earth-centered) ortopocen-
tric (observer-centered) view. The celestial sphere is an imaginary spherical surface on
which all the celestial bodies have apparently been placed.In the case of the topocentric
coordinate system, the boundary between the visible and invisible parts of the celestial
sphere is called the horizon. The poles of the horizon, i.e.,the points on the celestial
sphere directly overhead and straight down, are called the zenith and nadir, respectively.
The celestial sphere appears to rotate about a point in the sky. This point is called the
North Celestial Pole for an observer on the Earth’s northernhemisphere. For an observer
on the southern hemisphere, the corresponding point would be the South Celestial Pole.
The great circle intersecting the celestial poles as well asthe observer’s zenith and nadir
is called the celestial meridian.

The planets appear move nearly on the same plane on the celestial sphere. This plane is
that of theecliptic: the plane of the Earth’s orbit around the Sun. The ecliptic is tilted
aboutǫ = 23.5◦ with respect to the celestial equator. The two points where celestial
equator intersects the ecliptic plane are called the equinoxes. The equinox that the Sun
appears to pass as it appears to move northward is called the vernal equinox�, since
this happens near the 21st of March. It is also called the spring equinox. Six months
later, the Sun appears to pass the opposite intersection point, called the autumnal equinox.
This connecting of the equinoxes to a particular season may be seen as an unfortunate
association, as the seasons on the Earth’s southern hemisphere are the opposite of those
on the Northern hemisphere, e.g., the spring equinox happens during the autumn on the
southern hemisphere.

The following sections briefly describe the most commonly used coordinate systems in
astronomy.

6
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The Horizon System

The astronomical horizon is defined as the intersection of the celestial sphere with the
plane whose normal is given by the direction of the observer’s local gravity field. The
direction of this gravity field is called the astronomical vertical and its point of intersection
with the celestial sphere is called the astronomical zenith. The definition of the origin
of longitudes varies. The altitudea of a point P on the celestial sphere is the angular
distance measured positive towards the astronomical zenith from the astronomical horizon
along the great circle passing throughP and the astronomical zenith. IfP is below the
astronomical horizon, the altitudea is measured negative from the astronomical horizon
towards the astronomical nadir.

The altitude of the North Celestial Pole is the observer’s astronomical latitude.

The azimuthA is the angular distance from the origin of longitudes in a clockwise manner
(north-east-south-west) along the astronomical horizon to the intersection of the great
circle passing through the pointP and the astronomical zenith with the astronomical
horizon.

In the horizon system, the altitudea is a representation of latitude and the azimuthA is a
representation of longitude. The azimuth is ambiguous at the poles.

The Equatorial System

Figure 2.1: The equatorial reference system. Positions are designatedby their right ascensionα
anddeclinationδ. From [Danby 1988].
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Instead of using the astronomical horizon as the fundamental circle, the equatorial system
(figure 2.1) uses the celestial equator, i.e., the great circle, the poles of which are the North
and South Celestial Poles, found by extending the Earth’s axis of rotation to the celestial
sphere. Corresponding to the altitude, there is the declination δ, defined as the angular
distance measured positive toward the North Celestial Polefrom the celestial equator
along the great circle passing through the point in questionand the North Celestial Pole.
For a point on the south celestial hemisphere, the declination is measured negative toward
the South Celestial Pole along the great circle passing through the point in question and
the South Celestial Pole.

The right ascensionα of the pointP is the angular distance from the vernal equinox�,
measured toward the east along the celestial equator to the intersection of the celestial
equator, and the great circle passing through the pointP and the North Celestial Pole.

The Ecliptic System

Figure 2.2: The ecliptic reference system. Positions are designated bytheir ecliptic longitudeλ

andecliptic latitudeβ. From [Danby 1988].

The ecliptic system (figure 2.2) uses the ecliptic as the reference plane. The ecliptic (or
celestial) latitudeβ of the pointP is the angular distance measured positive toward the
north pole of the ecliptic from the ecliptic along the great circle passing throughP and
the north pole of the ecliptic. The ecliptic latitudeβ of a pointP on the southern ecliptic
hemisphere is measured negative from the ecliptic toward the south pole of the ecliptic
along the great circle passing throughP and the north (and south) pole of the ecliptic.
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The ecliptic (or celestial) longitudeλ of the point P is the angular distance measured
toward the east, from the vernal equinox�, along the ecliptic to the intersection of the
great circle passing through the pointsP and the north pole of the ecliptic with the celes-
tial equator.

2.2 On Magnitudes

Hipparchus was among the first to classify stars according totheir brightness. He divided
the visible stars into six classes, the brightest in class 1 and the faintest in class 6. As
technological progress has enabled astronomers to observeever fainter objects, a need to
extend and formalise this classification emerged. By introducing a logarithmic scale, such
that five steps in magnitude corresponded to a factor of 100 inintensity, a classification
embodying and extending the original ancient Greek system was introduced. A magnitude
difference of one corresponds to an intensity ratio of5

√
100 ≈ 2.51. In this way, the

original classification could be retained while enabling fainter stars to be classified. Since
fainter objects have higher magnitudes, very bright objects may have negative magnitudes.
In this system, Polaris, the North Star, has a mean magnitudeof 2.1, whereas Sirius,
one of the brightest stars, has a magnitude of−1.46, corresponding to an intensity ratio

of 5
√

100
2.1−(−1.46) ≈ 27. The intensity of Sirius thus is about 27 times greater than

that of Polaris. The magnitude of the full moon is about−13.6, and that of the Sun is
about−26.7. In favourable observing conditions, the faintest objects visible to the naked
eye are of magnitude about 6, corresponding to the faintest class recorded by Plato and
Hipparchus. This implies that the intensity of the Sun is≈ 1013 times greater than the
intensity of the faintest stars visible to the naked eye, attesting to the impressive dynamic
range of the human visual system. Using the Hubble Space Telescope, stars as faint as
magnitude 30 have been observed.

Since all these observations are done on or near the surface of the Earth, this classifica-
tion is called the apparent (or visual) magnitude, denotedV . The absolute magnitude is
determined by scaling the magnitude corresponding to positioning the star 10 parsecs (1
parsec equals 3.26 light years) away, thus eliminating the effect of distance. The Sun has
an absolute magnitude of 4.8. If the Sun was 10 parsecs away, it would be scarcely visible
to the naked eye.

Solar system objects, however, would be practically invisible when placed 10 parsecs
away from the observer, so they are normalised at 1 AU. Since these objects do not emit
light by themselves, but only reflects light received from a light source (the Sun), they
add the complexity of distance to the light source as well as the phase angle, the angle
between the observer and the light source, as seen from the observed object. The absolute
magnitudeH of solar system objects is determined by normalising the distance from the
observer to the object as well as the distance from the light source to the object to 1 AU,
while having a zero phase angle. This corresponds to puttingthe light source and observer
at the same place while observing an object 1 AU away. An important figure relating the
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diameter of an object to its absolute magnitude is thealbedo, the ratio of the reflected
light to the received light. Near Earth objects reflect between 3% and 50% of the incident
light, depending on taxonomic class. A typical value for a near Earth asteroid is about
15% [Morbidelli et al. 2002].

It has been deemed useful to introduce a special magnitude scaleG for use with the Gaia
satellite. The relation betweenG andV depend on the spectrum of the received radiation.
For asteroids, having spectral parameterV − I = 1 according to [Høg & Knude 2001],
V − G ≈ 0.25 according to the latest design1. This means that the Gaia’s limiting magni-
tude (the brightness of the faintest objects fully treated by Gaia) ofG = 20 corresponds
to a visual magnitude ofV ≈ 20.25 for asteroids and NEOs. However, because Gaia’s
limiting magnitude has not yet been fixed, we will assumeGlim ≈ Vlim ≈ 20 for the
remainder of this thesis.

2.3 Keplerian Orbits

This section presents and derives Kepler’s three famous empirical laws [Danby 1988] and
provides an essential basis for chapter 6 on the computationof orbits [Murray & Dermott 1999].
In this and the following chapters, overdot (e.g.,ẋ) refers to differentiation with respect to
time t . Circumflex (“hat”) refers to a normalised vector, e.g.,x̂ is a unit vector parallel to
x. We will assume massesm > 0 and distancesr > 0. Recall also that the scalar (or dot)
product of a vector and itself equals the magnitude squared.The vector (or cross) prod-
uct of two perpendicular vectors (such as the position and velocity vectors of an object
undergoing circular motion) is the product of the magnitudes of these vectors.

Kepler’s Empirical Laws

By meticulously studying Tycho Brahe’s observations of theplanets, Johannes Kepler
discovered the following three laws of planetary motion at the beginning of the 17th cen-
tury:

1. The orbits of the planets are ellipses, with the Sun at one focus of the ellipse.

2. The line joining the planet to the Sun sweeps out equal areas in equal times as the
planet travels around the ellipse.

3. The square of the period of a planet’s orbit is proportional to the cube of the semi-
major axis of that planet’s orbit; the constant of proportionality is the same for all
planets.

1Gaia Parameter Database (restricted access), Astro:AF:Magnitude_VMinG, contains an approximate
expression, dated February 2005, forV − G as a power series inV − I , derived by C. Jordi.
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In the following sections, these three empirical laws will be shown to hold true in a New-
tonian universe.

Two-body dynamics

Assume two particles of massm1 andm2 are affected only by their mutual gravitational
force, inversely proportional to the square of the distancebetween the particles. The force
acting on particle 1 is directed towards particle 2 and vice versa. Satisfying Newton’s
third law, the forces are of equal magnitude and opposite directions. Lettingro1 andro2

denote the positions of the particles with respect to some fixed origin in inertial space,
and denoting the displacement withr = ro2 − ro1, the forces acting on the particles may
be written

F1 = m1r̈o1 = Gm1m2
r

|r |3
F2 = m2r̈o2 = −Gm1m2

r
|r |3 .

(2.1)

Denoting the sum of the massesM = m1 + m2, the center of gravity is defined as:

cg = 1

M
(m1ro1 + m2ro2) = m1

M
ro1 + m2

M
ro2

The position vectorsr1 = ro1−cg andr2 = ro2−cg are vectors from the center of gravity
to object 1 and 2, respectively.

r1 = ro1 − cg = ro1 −
(m1

M
r1 + m2

M
r2

)

= m2

M
(ro1 − ro2)

r2 = ro2 − cg = ro2 −
(m1

M
r1 + m2

M
r2

)

= m1

M
(ro2 − ro1)

By differentiatingr1 twice:

r̈1 = r̈o1 − c̈g = m2

M
(r̈o1 − r̈o2) = m2

M
(Gm2 + Gm1)

r
|r |3 = r̈o1,

we see thaẗcg = 0 meaning that the center of gravity does not accelerate. Since both of
the position vectorsr1 andr2 are “attached” to the center of mass, it follows that

m1r1 + m2r2

m1 + m2
= 0 ⇔ m1r1 + m2r2 = 0 (2.2)

This implies

r1 = −m2

m1
r2 = −m2

m1
(r + r1) ⇔ r1

(

1 + m2

m1

)

= r1
M

m1
= −m2

m1
r
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which gives an expression ofr1 as a function ofr :

r1 = −m2m1

m1M
r = −m2

M
r

A similar expression may be derived forr2:

r2 = m1

M
r

Differentiating these equations twice:

r̈1 = −m2

M
r̈

r̈2 = m1

M
r̈

and inserting these expressions in the above differential equations yields:

For object 1:

m1r̈1 = −m1
m2

M
r̈ = −Gm1m2

r 2
r̂1 = Gm1m2

r 2
r̂

m

r̈ = −GM

r 2
r̂

And object 2:

m2r̈2 = m2
m1

M
r̈ = −Gm1m2

r 2
r̂

m

r̈ = −GM

r 2
r̂

Giving the exact same equation, showing, that this problem is identical to the one-body
problem of a particle of negligible mass orbiting an object of massM.
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Kepler’s First Law

We assume a particle acted on by a central force:

r̈ = −GM
r̂
r 2

= −µ
r̂
r 2

(2.3)

The productµ = GM is the standard gravitational parameter, also called the heliocentric
(or geocentric, depending on the central object) gravitational constant. Apart from being
a convenient abbreviation, the productµ is known to a much greater accuracy than the
individual factorsG andM for the cases where the central object is the Earth or the Sun.

As shown in the previous section, (2.3) also describes two-body motion.

The angular momentum is usually given as the cross product ofthe positionr and linear
momentump vectors. Lettingh denote the angular momentum per unit mass:

h = 1

m
r × p = r × ṙ ,

the conservation of angular momentum may be shown as:

ḣ = ṙ × ṙ + r × r̈ = 0 + r ×
(

−µ
r̂
r 2

)

= 0

This shows that the position vector and the velocity vector are always in the same plane,
perpendicular toh, which means that the orbit is in that plane.

We will now show that orbits described by (2.1) are conic sections, thus verifying and
extending Kepler’s empirical first law.

Taking the cross product of both sides of (2.3) withh and usinga× (b × c) = b (a · c) −
c (a · b) yields:

r̈ × h = − µ

r 2
r̂ × (r × ṙ ) = − µ

r 2

(

r
(

r̂ · ṙ
)

− ṙ
(

r̂ · r
))

(2.4)

The dot products are:

r̂ · ṙ = ṙ r̂ · ˆ̇r = ṙ

r̂ · r = r r̂ r̂ = r

Using these, and the fact thatṙ = ṙ r̂ + r ˙̂r in (2.4) yields:

r̈ × h = − µ

r 2 (r ṙ − ṙr ) = − µ

r 2

(

r ṙ − r
(

ṙ r̂ + r ˙̂r
))

= µ˙̂r
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Sinceḣ = 0, we have

d

dt
(ṙ × h) = r̈ × h + ṙ × ḣ = r̈ × h = µ˙̂r = µ

d

dt
r̂ (2.5)

Integrating (2.5) with respect to time, we get

ṙ × h = µr̂ + c

for some constant of integrationc ∈ R
3 which is independent of time. Dividing byµ

for convenience, we introduce another conserved quantity called theLaplace-Runge-Lenz
vector(or just theRunge-Lenz vector) e:

e = c
µ

= ṙ × h
µ

− r̂ (2.6)

Whereas conservation of angular momentum holds because gravity is a central force, the
conservation of the Runge-Lenz vectore is a direct consequence of the inverse-square law
of gravitation.

Taking the dot product ofr and (2.6) and using the relationa · (b × c) = c · (a × b), we
get:

r ·e = r ·
(

ṙ × h
µ

− r̂
)

= 1

µ
r ·(ṙ × h)−r = 1

µ
h·(r × ṙ)−r = h · h

µ
−r = h2

µ
−r (2.7)

The dot product can also be written as

r · e = recosv ,

wherev denotes the angle between the vectorsr ande. This angle,v, is also called the
true anomaly. Using this and (2.7), we get the orbit in polar form:

recosv = h2

µ
− r ⇔ r = h2

µ (1 + ecosv)
(2.8)

This polar equation describes aconic section, the intersection of a cone and a plane (see
figure 2.3). By changing the angle and location of intersection, the conic section changes
type. Omitting the degenerate cases, the conic section may be a circle, an ellipse, a
parabola or a hyperbola. If theeccentricity e(the magnitude of the Runge-Lenz vector) is
equal to zero, the radius is constant, resulting in a circular orbit. For 0< e < 1, the orbit
is an ellipse, fore = 1 a parabola ande > 1 indicates an hyperbolic orbit.

This shows, that the solution to (2.3) and to the two-body problem described above are
circular, elliptic, parabolic or hyperbolic orbits, thus verifying and extending Kepler’s first
law.
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Figure 2.3: Conic sections, the intersection of a cone and a plane. Depending on the angle and
location of intersection, the conic section changes type. The inverse-square law of gravitational
force implies orbits shaped like conic sections. From [Murray & Dermott 1999].

On Elliptic Orbits

C FF ′

p

P

r

Figure 2.4: A particle in an elliptic orbit about a parent body in the focus F . The periapsis is
denoted byP, the geometric center byC and the empty focus byF ′. Thesemi-latus rectum, p, is
also shown.

In the following, we will examine the elliptic orbits (0< e < 1).

The distance from the focus (r = 0) to the elliptic orbit, in a direction perpendicular to
the Runge-Lenz vector is called thesemi-latus rectum, p:

p = r
(π

2

)

= h2

µ
(2.9)
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To minimiser in (2.8), it is necessary to maximise cosv. This means that the point closest
to the focus hasv = 0. Remembering thatv is the angle betweenr ande, this shows
that the Runge-Lenz vectore points in the direction of the point of closest approach, the
periapsis. For an object orbiting the Sun or the Earth, this is called the perihelionor
perigee, respectively.

Conversely, the point of farthest distance is achieved whenr is antiparallel toe, i.e., when
v = π . This point is called theapoapsis, apohelionor apogee, depending on the object
which is orbited.

Half the distance between these extrema is called the (magnitude of the)semi-major axis,
denoted bya:

a = 1

2
(r (0) + r (π)) = 1

2

(

p

1 + e
+ p

1 − e

)

= p

1 − e2
(2.10)

Using the semi-major axisa, we can write the distance of periapsis asdp = a(1− e) and
the distance of apoapsis asda = a(1 + e).

The point between these extremities is thegeometric center C. The distance between the
focus and the geometric center is:

dC = 1

2
(r (π) − r (0)) = 1

2

(

p

1 − e
− p

1 + e

)

= p

1 − e2
e = ae

Reflecting one focus with respect to an axis throughC and perpendicular toe yields the
other focusf2:

f2 = −2ae

Combining (2.7) and (2.10), we see thatr · e = p − r = a(1 − e2) − r . This can be
employed to show that the distance between a point on the ellipser andf2 is:

f2 = |r + 2ae| =
√

(r + 2ae) · (r + 2ae) = 2a − r,

implying f1 + f2 = r + f2 = r + 2a − r = 2a, introducing a way to define the ellipse:
The locus of pointsr , satisfying|r − p1| + |r − p2| = constant. This demonstrates the
symmetry of the ellipse with respect to an axis throughC and perpendicular toe. Because
of this symmetry, the pointrb on the ellipse having the greatest distance to a line through
C and parallel toewill be on the aforementioned axis of symmetry. This distance, called
thesemi-minoraxis, can be found by regarding a right triangleCrbf1. Sincerb is on the
axis of symmetry,|rb| = f1 = f2 = a. The distance betweenC and a focus has been
shown above to bedC = ae. Using the Pythagorean Theorem to findb:

b2 = a2 − (ae)2 = a2(1 − e2) ⇔ b = a
√

1 − e2
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Given an ellipse whose geometric center is at(x, y) = (0, 0) and whose major axis is
aligned with thex-axis satisfies:

x2

a2
+ y2

b2
= 1

This can be used to find the area by direct integration:

A =
∫ a

−a

∫ −b

√

1− x2

a2

−b

√

1− x2

a2

dydx = 2b

a

∫ a

−a

√

a2 − x2dx = 2b

a

a2π

2
= πab

Kepler’s Second Law

Using r̂ and θ̂ to denote unit vectors along and perpendicular to the radiusvector, the
velocity ṙ is:

ṙ = d

dt
r r̂ = ṙ r̂ + r θ̇

˙̂
θ (2.11)

Using (2.11) to write the polar form of the angular momentum per unit mass yields:

h = r × ṙ = r 2θ̇
(

r̂ × θ̂
)

,

The magnitude of the cross product of two perpendicular unitvectors is unity, so the
magnitude ofh is h = r 2θ̇ . Sinceh is constant, so ish.

The area swept out by an infinitesimal increase inθ is (see figure 2.5):

dA = 1

2
r (r dθ) ⇔ Ȧ = 1

2
r 2θ̇ = h

2
(2.12)

Sincer 2θ̇ is constant,Ȧ is constant, showing Kepler’s Second law: The radius vector
from the Sun to the planet sweeps over equal areas in equal amounts of time.

Kepler’s Third Law

As shown in (2.12), the swept area per time is:

Ȧ = 1

2
r 2θ̇ = 1

2
h
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F
r

r dθ

R′

R

Figure 2.5: Area swept out by an infinitesimal increase inθ (the angleR′F R). The area of the
shaded isosceles triangle equals dA = r (r dθ) /2.

Knowing the area of an ellipse of semi-major axis and semi-minor axisa andb, respec-
tively, to beA = πab, it is possible to determine the siderial periodP: the time needed
to complete one revolution around the focus on the elliptic orbit.

A = πab =
∫ P

0
Ȧdt =

∫ P

0

1

2
hdt = Ph

2
⇔ P = 2πab

h
(2.13)

According to Kepler’s Third Law, the semi-major axis cubed should be proportional to
the siderial period squared. From (2.13), the latter may be expressed as:

P2 = (2πab)2

h2
(2.14)

Isolatingh2 from (2.9):

h2 = pµ = a
(

1 − e2
)

µ (2.15)

and inserting this in (2.14):

P2 = (2πab)2

a
(

1 − e2
)

µ
=

(

2πa2
√

1 − e2
)2

a
(

1 − e2
)

µ
= 4π2a3

µ

This shows that, in accordance with Kepler’s Third Law, the siderial period squared is
proportional to the semi-major axis cubed.
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The Orbital Reference System

C

E

Q

v

F

r

P

Figure 2.6: The relation between the true anomalyv and the eccentric anomalyE.

Given a pointr on an elliptic orbit, a line may be constructed, perpendicular to the Runge-
Lenz vectore, which, pointing in the direction of the periapsisP, is parallel to a the line
connecting the focusF and the periapsisP. Constructing this perpendicular line from
r and to its intersectionQ with a circle circumscribing the orbit (see figure 2.6). The
angle between the radius vector from the geometric centerC to this point of intersection
Q and the direction of periapsis is called theeccentric anomaly, denotedE. The relation
between the true anomalyv and the eccentric anomalyE is:

r cosv = a cosE − ae= a (cosE − e) (2.16)

Isolatingr in (2.16) and equating the result and (2.8), usingp = a(1 − e2) from (2.10),
yields:

a (cosE − e)

cosv
=

a
(

1 − e2
)

1 + ecosv
⇔ cosv = cosE − e

1 − ecosE
(2.17)

Inserting (2.17) in (2.8) leads to a simple relation:

r = p
1 − ecosE

1 − e2
= a (1 − ecosE) (2.18)

Using the Pythagorean Theorem to find sinv expressed as a function ofE leads to:

sin2 v = 1−cos2 v = 1−
(

cosE − e

1 − ecosE

)2

=
(

1 − e2
) (

1 − cos2 E
)

(1 − ecosE)2
= 1 − e2

(1 − ecosE)2
sin2 E



20 S. Wolff

Thus, we find sinv, enabling the expression ofr sinv as a simple function ofE:

sinv =
√

1 − e2

1 − ecosE
sinE

r sinv = a (1 − ecosE)

√
1 − e2

1 − ecosE
sinE = a

√

1 − e2 sinE = bsinE

The orbital reference systemdenotes a frame of reference in the orbital plane with the
X-axis pointing toward periapsis and theZ-axis parallel toh. Completing a right-handed
triad, theY-axis then points in the direction corresponding to a true anomaly of 90 de-
grees.

X = r cosv = a (cosE − e)

Y = r sinv = bsinE = a
√

1 − e2 sinE (2.19)

The time derivatives are:

Ẋ = −aĖ sinE

Ẏ = aĖ
√

1 − e2 cosE

In this system, the angular momentum per unit massh may be expressed as:

h = r × ṙ =





X
Y
0



×





Ẋ
Ẏ
0



 =





0
0

XẎ − ẊY





The magnitude ofh is thus

h = |XẎ − ẊY| = a2
√

1 − e2 (1 − ecosE) |Ė| (2.20)

This may be compared to the square root of (2.15):

h =
√

a
(

1 − e2
)

µ = na2
√

1 − e2, (2.21)

introducing themean motion n:

n = 2π

P
=
√

µ

a3
(2.22)



Near Earth Objects 21

The time derivative of the eccentric anomaly (henceforth assumed to be positive) is de-
rived by equating (2.20) and (2.21):

a2
√

1 − e2 (1 − ecosE) Ė = na2
√

1 − e2 ⇔ Ė = n

1 − ecosE
(2.23)

According to (2.18), 1− ecosE = r/a, providing an alternative way of expressingĖ,
namely

Ė = n

1 − ecosE
= an

r
,

which leads to alternative ways of writing the time derivatives ofX andY:

Ẋ = −a2n

r
sinE

Ẏ = a2n
√

1 − e2

r
cosE (2.24)

By integrating equation (2.23), we obtainKepler’s Equation:

n (t − T) = E − esinE (2.25)

whereT is the constant of integration satisfying the boundary condition E = 0 when
t = T . In other wordsT is the time of pericenter passage. The left side of (2.25) is called
themean anomaly:

M = n (t − T)

The mean anomaly expresses the position of an object in its orbit as a fraction of one
revolution. AlthoughM has the dimensions of an angle, and it increases linearly with time
at a constant rate equal to the mean motion, it has no simple geometrical interpretation.
However, it is clear that at periapsis, whent = T + k P (for integerk), M = v = 0, and
at apoapsis, whent = T + P/2 + k P, M = v = π .

The Three-Body Problem

After Kepler, Newton, Hooke and their contemporaries solved the problem of the orbit of
a single planet around the Sun, the natural next challenge was to find the solution for two
planets orbiting the Sun. Many of the best minds in mathematics and physics worked on
this problem in the following 200 years.
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The first work went into finding an exact solution in analogy with the two-body prob-
lem. It was quickly recognised that the key was to find a sufficient number of conserved
quantities. Energy, momentum, angular momentum, and the Laplace-Runge-Lenz vector
(2.6) provide enough information to solve the two-body problem. For problems where
there are enough integrals, the motion is quasiperiodic: roughly speaking, there are sev-
eral interdependent periodic motions, leading to a motion in phase space which lies on a
multi-dimensional torus. It has since been shown that, for the three-body problem, there
is not a sufficient number of conserved quantities: the three-body problem is not “inte-
grable”.

The Restricted Three-Body Problem

Gradually, the problem was simplified in order to explore thekernel of the difficulty. The
original eighteen-dimensional problem (three bodies, each having six degrees of free-
dom) becomes twelve-dimensional when transformed to center-of-mass coordinates. The
planar three-body problem, simplified by restricting the planets to a plane, is in eight di-
mensions. The restricted three-body problem sets one mass to zero, and restricts the two
major objects to being in circular orbits about their centerof mass.

The approach taken in the following is similar to that of [Murray & Dermott 1999].

Consider three objects of massm1, m2 andm3. Let m1 andm2 be in circular orbits about
their center of mass. Furthermore, letm3 be a massless particle and let the mass ofm1

be greater than that ofm2. We assume thatm1 andm2 exert a force on the particlem3

although the particle cannot affect the two masses. Let the unit of mass be chosen such
thatµ = G(m1 + m2) = 1.

Following the above definitions, it holds thatGm1 = 1 − µ̄ andGm2 = µ̄, where

µ̄ = m2

m1 + m2
(2.26)

If the coordinates of the particle in an inertial system are(ξ, η, ζ ) and the positions of
objectsm1 andm2 are(ξ1, η1, ζ1) and(ξ2, η2, ζ2), respectively, the particle’s equations of
motion are:

ξ̈ = (1 − µ̄)
ξ1 − ξ

r 3
1

+ µ̄
ξ2 − ξ

r 3
2

η̈ = (1 − µ̄)
η1 − η

r 3
1

+ µ̄
η2 − η

r 3
2

(2.27)

ζ̈ = (1 − µ̄)
ζ1 − ζ

r 3
1

+ µ̄
ζ2 − ζ

r 3
2
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Wherer1 =
√

(ξ1 − ξ)2 + (η1 − η)2 + (ζ1 − ζ )2 indicates the distance from the particle
to objectm1 andr2 =

√

(ξ2 − ξ)2 + (η2 − η)2 + (ζ2 − ζ )2 indicates the distance from
the particle to objectm2.

If the two large objects are moving in circular orbits about their mutual center of mass, the
distance between them remains fixed and their rotation occurat a fixed, common angular
velocity.

In a coordinate system(x, y, z), which rotates with the two main objects, centered on the
center of mass, the coordinates of the two main objects remain fixed. The transformation
from one coordinate system to another may be written as:





ξ

η

ζ



 =





cost − sint 0
sint cost 0

0 0 1









x
y
z





Differentiating with respect to timet yields:





ξ̇

η̇

ζ̇



 =





cost − sint 0
sint cost 0

0 0 1









ẋ − y
ẏ + x

ż





Differentiating yet again yields:





ξ̈

η̈

ζ̈



 =





cost − sint 0
sint cost 0

0 0 1









ẍ − 2ẏ − x
ÿ + 2ẋ − y

z̈





Switching to a rotating reference frame introduces extra terms, in ẋ and ẏ, corresponding
to Coriolis acceleration, and inx andy, corresponding to the centrifugal acceleration.

Let R denote the rotation matrix:

R =





cost − sint 0
sint cost 0

0 0 1





Inserting the expressions forξ , η andζ , and the corresponding time derivatives, in the
equations of motion (2.27) yields:

R





ẍ − 2ẏ − x
ÿ + 2ẋ − y

z̈



 = R









−1−µ̄

r 3
1

(x − x1) − µ̄

r 3
2
(x − x2)

−1−µ̄

r 3
1

(y − y1) − µ̄

r 3
2
(y − y2)

−1−µ̄

r 3
1

(z − z1) − µ̄

r 3
2
(z− z2)








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By left multiplying the rotation matrix with its inverse (which is equal to its transpose,
since any rotation matrix is orthogonal), rearranging, andassumingm1 is located at
(x1, y1, z1) = (−µ̄, 0, 0) andm2 at (x2, y2, z2) = (1 − µ̄, 0, 0), thus satisfying (2.2),
completes the transformation of the particle’s equations of motion into this rotating refer-
ence frame:

ẍ = 2ẏ + x − (1 − µ̄)
x + µ̄

r 3
1

− µ̄
x − 1 + µ̄

r 3
2

ÿ = −2ẋ + y − (1 − µ̄)
y

r 3
1

− µ̄
y

r 3
2

(2.28)

z̈ = −
(

1 − µ̄

r 3
1

+ µ̄

r 3
2

)

z

wherer1 =
√

(x + µ̄)2 + y2 + z2 andr2 =
√

(x − 1 + µ̄)2 + y2 + z2. Since the per-
formed coordinate transformation is a pure rotation,r1 andr2 are equal in the two refer-
ence frames.

Introducing the scalar functionU :

U = x2 + y2

2
+ 1 − µ̄

r1
+ µ̄

r2
(2.29)

The gradient of this scalar function yields another way of writing the above equations of
motion in the rotating reference frame:

ẍ − 2ẏ = ∂U

∂x

ÿ − 2ẋ = ∂U

∂y
(2.30)

z̈ = ∂U

∂z
(2.31)

Adding these three equation after multiplying withẋ, ẏ andż, respectively, yields:

ẋẍ + ẏÿ + żz̈ = ∂U

∂x
ẋ + ∂U

∂y
ẏ + ∂U

∂z
ż = dU

dt

This expression may be integrated with respect to time:

ẋ2 + ẏ2 + ż2 = 2U − CJ
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whereCJ is a constant of integration.

The quantityCJ , called the Jacobi Integral, is a constant of the motion, andmay be
expressed explicitly:

CJ = 2U − ẋ2 − ẏ2 − ż2 = x2 + y2 + 2

(

1 − µ̄

r1
+ µ̄

r2

)

− ẋ2 − ẏ2 − ż2

The Jacobi Integral is the only integral of motion known to exist in the restricted three-
body system, so a general solution of this problem cannot be expressed in closed form.
However, although the Jacobi Integral cannot provide an orbit by itself, it may provide
information on regions of space into which the object in question will never venture, i.e.,
the Jacobi Integral may place bounds on the motion of a given particle. The boundaries
between the domain in which the particle may appear and the domain in which it cannot,
are the zero-velocity surfaces given by

CJ = 2U = x2 + y2 + 2

(

1 − µ̄

r1
+ µ̄

r2

)

2.4 Equilibrium Points

��

L5

L4

L3 L2L1S

1−µ

E

Figure 2.7: The five equilibrium points, known as Lagrange pointsL1 to L5, in the restricted
three-body problem. This diagram shows the Lagrange pointsin the case of the Earth (E) orbiting
the Sun (S). Not to scale.

By further restricting the previous chapter’s zero-velocity surfaces to having zero accel-
eration, equilibrium points may be found, i.e., points where a particle could be placed,
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with the appropriate velocity in the inertial reference frame, where it remains stationary
in the rotating frame. These equilibrium points are often called Lagrange points, after the
discoverer, the French-Italian mathematician Joseph-Louis Lagrange. This section shows
the location of each of the five Lagrange points, denotedL1, L2, L3, L4 andL5 (see
figure 2.7). The stability of each of these fixed points is alsoexamined.

Assumingẍ = ÿ = z̈ = ẋ = ẏ = ż = 0 in (2.28) yields:

0 = x − (1 − µ̄)
x + µ̄

r 3
1

− µ̄
x − 1 + µ̄

r 3
2

(2.32)

0 = y − (1 − µ̄)
y

r 3
1

− µ̄
y

r 3
2

=
(

1 − 1 − µ̄

r 3
1

− µ̄

r 3
2

)

y (2.33)

0 = −
(

1 − µ̄

r 3
1

+ µ̄

r 3
2

)

z (2.34)

Any equilibrium point must be in thex-y-plane in order to satisfy equation (2.34). Letting
y = 0 obviously satisfies equation (2.33). This leads to the three collinear equilibrium
points. The case ofy 6= 0, theoff-axisequilibrium points, will be treated below.

The Collinear Equilibrium Points

Restricting the problem to thex axis by imposingy = 0, leaves equation (2.32) to be
solved:

0 = x − (1− µ̄)
x + µ̄

r 3
1

− µ̄
x − 1 + µ̄

r 3
2

= x − 1 − µ̄

(x + µ̄)|x + µ̄| − µ̄

(x − 1 + µ̄)|x − 1 + µ̄|

Assume that the location of the equilibrium point is betweenthe two masses, i.e.,−µ̄ <

x < 1− µ̄. It follows, that|x + µ̄| = x + µ̄ and|x − 1+ µ̄| = − (x − 1 + µ̄). Using the
distance tom2, denoted byr2, as a variable instead ofx, by usingx = 1− µ̄ − r2, yields:

0 = (1 − µ̄)

(

1 − r2 − 1

(1 − r2)
2

)

− µ̄

(

r2 − 1

r 2
2

)

⇔

µ̄

1 − µ̄
= 3r 3

2





1 − r2 + r 2
2
3

(

1 − r 3
2

)

(1 − r2)
2



 (2.35)

For smallr2, the expression in the square brackets is approximately equal to 1, and a
solution is therefore expected near
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µ̄

1 − µ̄
= 3r 3

2 ⇔ r2 = 3

√

µ̄

3 (1 − µ̄)

To facilitate reading, the parameterα is defined as

α = 3

√

µ̄

3 (1 − µ̄)
(2.36)

Inserting (2.36) in equation (2.35) yields

α = 3

√

√

√

√

√r 3
2





1 − r2 + r 2
2
3

(

1 − r 3
2

)

(1 − r2)
2





To get an approximate solution to the above equation, the above expression forα is Taylor
expanded, centered onr2 = 0:

α = r2 +
r 2
2

3
+

r 3
2

3
+ 53

81
r 4
2 + O

(

r 5
2

)

A series of the formκ = k + cφ (κ), wherec < 1 is a constant, may be inverted by:

κ = k +
∞
∑

j =1

c j

j !
d j −1

dk j −1
[φ (k)] j

This inversion method is due to Lagrange (see e.g., [Whittaker & Watson 1927]).

In this case, the series may be rearranged:

r2 = α +
(

−1

3

)

φ (r2)

Here,c = −1
3 and

φ (r2) = r 2
2 + r 3

2 + 53

27
r 4
2 + O

(

r 5
2

)

and
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[φ (α)]2 =
(

α2 + α3 + 53

27
α4 + O

(

α5
)

)2

= α4 + 2α5 + O
(

α6
)

d

dα
[φ (α)]2 = 4α3 + 10α4 + O

(

α5
)

[φ (α)]3 = α6 + O
(

α7)

d2

dα2
[φ (α)]3 = 30α4 + O

(

α5
)

Performing the inversion yields,

r2 = α − α2

3
− α3

9
− 23

81
α4 + O

(

α5
)

, (2.37)

The position of Lagrange point L1 in(x, y, z) coordinates is thus:

L1 ≈ (1 − µ̄ − (α − α2

3
− α3

9
− 23

81
α4), 0, 0)

whereα is defined by (2.36).

Example1. Assumeµ̄ = 1
10. Hence,α = 3

√

µ̄
3(1−µ̄)

= 1
3. The above series (2.37) yields

r2 ≈ 0.2886755068, corresponding tox = 1 − µ̄ − r2 ≈ 0.6113244932,
whereas numerical solution of equation (2.32) yieldsxnum = 0.6090351100.

△

Looking beyond objectm2 (i.e., forx > 1−µ̄), |x+µ̄| = x+µ̄ and|x−1+µ̄| = x−1+µ̄.
Using the distancer2, defined in this interval asr2 = x−(1−µ̄), equation (2.32) becomes:

0 = (1 − µ̄)

(

1 + r2 − 1

(1 − r2)
2

)

− µ̄

(

1

r 2
2

− r2

)

⇔

µ̄

1 − µ̄
= 3r 3

2





1 + r2 + r 2
2
3

(

1 − r 3
2

)

(1 + r2)
2





In analogy with the above derivation, the auxiliary variableα, defined in equation (2.36),
is used:

α = r 3
2





1 + r2 + r 2
2
3

(

1 − r 3
2

)

(1 + r2)
2




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and a Taylor series expansion performed:

α = r2 − r 2
2

3
+ r 3

2

3
+ r 4

2

81
+ O

(

r 5
2

)

,

which is inverted:

r2 = α + α2

3
− α3

9
− 31

81
α4 + O

(

α5
)

(2.38)

The position of Lagrange point L2 in(x, y, z) coordinates is thus:

L2 ≈ (1 − µ̄ + α + α2

3
− α3

9
− 31

81
α4, 0, 0)

whereα is defined by (2.36).

Example2. Assumeµ̄ = 1
333000, approximately equal to the Sun-Earth mass ratio. Hence,

α = 3
√

µ̄
3(1−µ̄)

≈ 0.01. The above series (2.38) yieldsr2 ≈ 0.01, correspond-
ing to x = 1 − µ̄ + r2 ≈ 1.01. This tells us that Lagrange point L2 in
the Sun-Earth system is 1.01 AU from the Sun, or approximately 1.5 million
kilometers from the Earth.

△

The last of the collinear equilibrium points may be found to the “left” of objectm1, i.e.,
for x < −µ̄. Here, |x + µ̄| = − (x + µ̄) and |x − 1 + µ̄| = − (x − 1 + µ̄), hence,
introducingr1 = −µ̄ − x as variable:

0 = (1 − µ̄)

(

1

r 2
1

− r1

)

− µ̄

(

1 + r1 − 1

(1 + r1)
2

)

⇔

µ̄

1 − µ̄
= 1

3r 3
1





(

1 − r 3
1

)

(1 + r1)
2

1 + r1 + r 2
1
3



 (2.39)

Introducing the variableβ = r1 − 1 and Taylor expanding equation (2.39) aboutβ = 0
yields:

µ̄

1 − µ̄
= −12

7
β + 144

49
β2 − 1567

343
β3 + O

(

β4
)

Inverting as previously, this time usinḡµ/(1 − µ̄) as a variable, yields:
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β = − 7

12

(

µ̄

1 − µ̄

)

+ 7

12

(

µ̄

1 − µ̄

)2

− 13223

20736

(

µ̄

1 − µ̄

)3

+ O

(

(

µ̄

1 − µ̄

)4
)

(2.40)

The position of Lagrange point L3 in(x, y, z) coordinates is thus:

L3 ≈ (−µ̄ − (1 + β), 0, 0)

whereβ is defined in (2.40).

Example3. Using µ̄ = 1
10, i.e., µ̄

1−µ̄
= 1

9 yieldsβ ≈ −0.05848790570 corresponding
to r1 = 1 + β ≈ 0.9415120943. Solving equation (2.39) numerically yields
rnum = 0.9416089086.

△

The Off-Axis Equilibrium Points

We now turn to the case ofy 6= 0. To satisfy equation (2.34),z = 0 still holds. In the
following, the problem will be regarded in thex-y-plane only.

Consider a massless particle, stationary in the rotating reference frame. In the inertial
frame, the particle will describe a circular orbit around the origin. The resulting forceF
acting on the particle is at all times directed towards the center of mass. If the particle is
located at(x, y), the gravitational pull of massm1 will be acting in a direction parallel
to r1 = (−µ̄ − x, 0 − y), whereas the gravitational pull of massm2 will be acting in a
direction parallel tor2 = (1 − µ̄ − x, 0 − y). If F1 andF2 denote the magnitudes of the
gravitational forces exerted bym1 andm2, respectively, the resulting force will be equal
to:

F1

|r1|

(

−µ̄ − x
0 − y

)

+ F2

|r2|

(

1 − µ̄ − x
0 − y

)

Because the resulting force is directed towards the center of mass, it is parallel to(−x, −y),
which means the result of taking the scalar product of the resulting force and a vector per-
pendicular to(−x, −y), such as(y, −x), should be zero:

(

F1

r1

(

−µ̄ − x
0 − y

)

+ F2

r2

(

1 − µ̄ − x
0 − y

))

·
(

y
−x

)

= 0 ⇔ F2

F1
= µ̄

1 − µ̄

r2

r1
(2.41)

Recalling from (2.26) the definition of̄µ, we write the object masses asm1 = (m1 +
m2)(1 − µ̄) andm2 = (m1 + m2)µ̄. Because the gravitational forceF1 is proportional



Near Earth Objects 31

to m1 andr −2
1 , andF2 is proportional tom2 andr −2

2 , each with the same proportionality
coefficientk, we can write:

F1 = k
m1

r 2
1

= k(m1 + m2)
1 − µ̄

r 2
1

F2 = k
m2

r 2
2

= k(m1 + m2)
µ̄

r 2
2

Dividing F2 by F1 yields:

F2

F1
= µ̄

1 − µ̄

r 2
1

r 2
2

(2.42)

To satisfy both equations (2.41) og (2.42), the distances from the particle to each of the
main bodies must be equal:r1 = r2. Inserting this in (2.33), and recalling thaty 6= 0,
yields:

0 =
(

1 − 1 − µ̄

r 3
1

− µ̄

r 3
2

)

y =
(

1 − 1 − µ̄

r 3
1

− µ̄

r 3
1

)

y ⇔ r1 = r2 = 1

The distance betweenm1 andm2 is always equal to 1. The remaining two equilibrium
points therefore form two equilateral triangles withm1 andm2. These equilibrium points
can be said to be+60 degrees and−60 degrees out of phase. By convention, the leading
equilibrium point is taken to beL4 and the trailing pointL5.

The coordinates of these off-axis equilibrium positions are

(

x
y

)

=
(

1
2 − µ̄

±
√

3
2

)

Stability of Equilibrium Points

Linearising the equations of motion (2.30) at an equilibrium point and converting them to
a system of first order differential equations yields:









ẋ
ẏ
ẍ
ÿ









=









0 0 1 0
0 0 0 1

Uxx Uxy 0 2
Uxy Uyy −2 0

















x
y
ẋ
ẏ









(2.43)

whereUxx, Uxy andUyy denote the second derivatives of (2.29) evaluated at the equilib-
rium point in question:
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Uxx =
(

∂2U

∂x2

)

0

Uxy =
(

∂2U

∂x∂y

)

0

Uyy =
(

∂2U

∂y2

)

0

The characteristic polynomial for the 4× 4 matrix in equation (2.43) is:

λ4 + (4 − Uxx − Uyy)λ
2 + UxxUyy − U2

xy = 0

By substitutings = λ2, this equation transforms into a quadratic equation ins. The four
roots, i.e., the eigenvalues, are:

λ1,2 = ±

√

√

√

√

√Uxx + Uyy − 4

2
−

√

(

4 − Uxx − Uyy
)2 − 4

(

UxxUyy − U2
xy

)

2

λ3,4 = ±

√

√

√

√

√Uxx + Uyy − 4

2
+

√

(

4 − Uxx − Uyy
)2 − 4

(

UxxUyy − U2
xy

)

2

To a complex eigenvaluea + ib, wherei denotes the imaginary unit, there is a corre-
sponding solution of the form:

F(t) = e(a+ib)t = eat (cosbt + i sinbt)

If a > 0, theeat factor will make this solution tend to infinity ast → ∞. We are,
however, looking for periodic solutions, so the real part ofevery eigenvalue must be non-
positive. Since all four eigenvalues are of the formλ = ± (a + ib), this impliesa = 0,
purely imaginary eigenvalues.

Let the quantitiesA, B, C andD be defined by:
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A = 1 − µ̄
(

r 3
1

)

0

+ µ̄
(

r 3
2

)

0

(2.44)

B = 3

(

1 − µ̄
(

r 5
1

)

0

+ µ̄
(

r 5
2

)

0

)

y2
0 (2.45)

C = 3

(

(1 − µ̄)
x0 + µ̄
(

r 5
1

)

0

µ̄ + x0 − 1 + µ̄
(

r 5
2

)

0

)

y0 (2.46)

D = 3

(

(1 − µ̄)
x0 + µ̄
(

r 5
1

)

0

µ̄ + x0 − 1 + µ̄
(

r 5
2

)

0

)

(2.47)

Using these, the second derivatives may be expressed as:

Uxx = 1 − A + D

Uyy = 1 − A + B

Uxy = C

The following sections will use these tools to describe the stability of the collinear and
off-axis equilibrium points.

Stability of Collinear Equilibrium Points

The collinear equilibrium points are all positioned on thex-axis, which impliesy = z =
0. This means thatB = C = 0 andr 2

1 = (x0 + µ̄)2 andr 2
2 = (x0 − 1 + µ̄)2, yielding:

Uxx = 1 + 2A

Uyy = 1 − A

Uxy = 0

The characteristic equation may thus be written

λ4 + (2 − A)λ2 + (1 + 2A) (1 − A) − 0 = 0

The product of the four roots of the characteristic equation(the eigenvalues) is equal to
the constant term of that equation, i.e.:
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λ1λ2λ3λ4 = (1 + 2A) (1 − A)

Since the eigenvalues must be purely imaginary, and sinceλ1 = −λ2 andλ3 = −λ4, the
product of all four eigenvalues must be positive. To satisfythis,−1

2 < A < 1 must hold.

However, substituting the values ofr1 and r2 for the collinear equilibrium points into
equation (2.44) shows thatA > 1. This shows that the collinear equilibrium points are
unstable.

It is, however, possible to find quasiperiodic orbits near these unstable equilibrium points.
The Gaia satellite (see chapter 4) is to be placed in such an orbit near equilibrium point
L2 in the Sun-Earth system.

Stability of Off-Axis Equilibrium Points

As derived above, the location of the off-axis equilibrium points is given byr1 = r2 = 1,

x = 1
2 − µ̄, y = ±

√
3

2 . This yields,

Uxx = 3

4

Uyy = 9

4

Uxy = ±3
√

3
1 − 2µ̄

4

The characteristic equation

λ4 + λ2 + 27

4
µ̄ (1 − µ̄) = 0

the roots of which are

λ1,2 = ±
√

−1 −
√

1 − 27(1 − µ̄) µ̄√
2

λ3,4 = ±
√

−1 +
√

1 − 27(1 − µ̄) µ̄√
2

To ensure that the eigenvalues will be purely imaginary, thefollowing must hold

1 − 27(1 − µ̄) µ̄ ≥ 0 ⇔ µ̄ ≤ 27−
√

621

54
≈ 0.0385 (2.48)
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If the mass ratiōµ is less than 0.0385 Lagrange points L4 and L5shouldbe stable. How-
ever, due to the effects of resonance, instabilities may occur at a finite number of mass
ratios that satisfy equation (2.48). See also [Murray & Dermott 1999].

2.5 Radiation Forces

So far, only the effects of the gravitational forces have been treated in this thesis. Solar
system objects are, however, affected by other forces, suchas the radial force exerted by
the Sun’s radiation, and collisions with other solar systemobjects. The effects of the latter
are impulsive in nature and thus difficult to quantify. This section presents the direct and
the more subtle indirect effects of the Sun’s radiation on the orbit of an object.

Radiation Pressure

Every electromagnetic wave carries momentum. A plane wave traveling in the direction
given by the unit vectord, striking a body having a frontal areaA facing the wave, and
being absorbed by this body, will transfer momentum to this body. Since a change in
momentum over time equals a force, the electromagnetic wavewill exert a force on the
body:

F = A
S

c
d (2.49)

Here,c is the speed of light, andS designates the energy flux of the wave2. If the wave
is totally reflected, rather than totally absorbed, the magnitude of the force is twice that
given in equation (2.49).

Since the energy flux of a wave oscillates in time, it may be more practical to introduce
the time-averaged energy fluxS. Rearranging the above expression to express force per
area, yields the (time-averaged)radiation pressure:

F

A
= S

c
(2.50)

The energy emitted by the Sun is globally in the form of a spherical wave. However, when
comparing the radius of that sphere (say, 1 AU) to the radius of the body hit by the wave,
these waves may be regarded as planar, so we can use equation (2.50).

The time-averaged energy flux in the sunlight, as a function of distancer from the Sun is:

S⊙(r ) = L⊙
4πr 2

2S is the magnitude of the so-calledPoynting vector.
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whereL⊙ = 3.9 × 1026 W is the luminosity of the Sun.

Much of the energy radiated by the sun is contributed by waveswith frequencies outside
the visible spectrum. Therefore, the use in this thesis of the term “sunlight” also implies
non-visible frequencies.

The force exerted by sunlight is proportional to the energy flux, and thus it is proportional
to r −2, similar to the gravitational force.

Since the force exerted by the radiation pressure on a body isproportional to the frontal
area of the body facing the Sun, and thus roughly proportional to the square of the radius
of the body, whereas the gravitational force is proportional to the mass, and thus to the
radius cubed, it would be interesting to find the radius at which the magnitudes of these
forces were equal.

Letting Frp and FG denote the force contribution of the radiation pressure andgravita-
tion, respectively, and denoting the distance to the Sun byrd and the radius of the body
(assumed to be spherical) byro, the desired quantity may be obtained by solving the
following inequality:

FG = GM⊙mo

r 2
d

= GM⊙
r 2
d

4

3
πr 3

oρ > Frp = A
S

c
= πr 2

o
S

c

m

ro >
3

16

L⊙
πcGM⊙ρ

where A = πr 2
o denotes the disk-shaped silhouette area,ρ is the density of the body,

mo = 4πr 3
0ρ/3 is the mass of the body andM⊙ is the mass of the Sun.

Assuming a density equal to the mean bulk density of ordinarychondrite meteorites
[Consolmagno et al. 1998],ρ = 3.3 · 103 kg

m3 , the critical radius is:

ro >
3

16

3.9 · 1026W

3.14 · 3.0 · 108 m
s · 6.67 · 10−11N m2

kg2 · 1.99 · 1030kg · 3.3 · 103 kg
m3

= 1.8 · 10−7m

Depending on the density, grains of dust smaller than about 10−6 m across are affected
more by the radiation pressure than by the gravitational pull towards the Sun, and are
subsequently “blown” out of the solar system. Particles smaller than 10−7 m across tend
to scatter light, rather than absorb it, and hence these particles are not affected by the
radiation pressure to the same extent as larger objects.

On NEOs, having a lower size limit of 50 m, many orders of magnitude greater than the
critical radius, the effect of the radiation pressure is very modest, and is normally only
measurable when observing across several siderial periods.
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Other Forces

Apart from collision forces, NEOs are also affected by the so-called Poynting-Robertson
and Yarkovsky effects. The former acts as a dragging force caused by the uneven reemis-
sion of absorbed solar radiation. From the perspective of the NEO, the Sun’s radiation
appears to have a non-zero composant in the direction opposed to the motion of the NEO,
thus decelerating it in its orbit. This effect was first described in [Poynting 1904].

The Yarkovsky effect is a consequence of the Sun’s warming ofthe NEO’s surface as it
rotates: the face exposed to the Sun warms up, and then rotates to the night side where
it cools off. The “sunset” point will be warmer than the “sunrise” point and therefore
will radiate a little more. This anisotropic thermal re-radiation will subject the NEO to a
thrust, accelerating or decelerating it in its orbit, depending on the orientation of the axis
of rotation. The Yarkovsky effect is described in [Hartmannet al. 1999], and has been
directly measured using radar ranging [Chesley et al. 2003].

While the radiation pressure, Poynting-Robertson drag andthe Yarkovsky effect do not
have a great impact on the short-term evolution of asteroid orbits, and as such are only
peripherally connected to the topic of this thesis, it has been proposed that they may
be responsible for the “generation” of near Earth objects out of Main Belt asteroids by
perturbing orbits [Morbidelli & Vokrouhlicky 2003].

The long-term effect of radiation forces have been estimated in [Giorgini et al. 2002], in
the case of asteroid (29075) 1950 DA, reported to have a non-negligible impact probabil-
ity in March 2880.

For more information on the effect of solar radiation, referto [Burns et al. 1979] and
[Mignard 1982].



Chapter 3

NEO Search Programmes

Several NEO detection programmes are currently in operation or in a preparatory phase.
To facilitate a comparison between detection programmes, the following sections empha-
sise three parameters

Sky coverage.The larger the area covered, the higher the probability of detecting NEOs.

Limiting magnitude. The fainter the limiting magnitude, the higher probabilityof de-
tection NEOs.

Accuracy in determining epherimides.

The following sections present a selection of the most prolific NEO detection programmes
currently in operation, responsible for more than 90% of newNEO discoveries at the
time of this writing (2003). All the major search programmesare based in the USA.
The Catalina Sky Survey has been included, being the only oneto survey the sky of the
southern hemisphere. The Pan-STARRS project is the most ambitious ground-based NEO
search programme currently in development.

LINEAR

The Lincoln Near-Earth Asteroid Research(LINEAR) is a cooperation between Mas-
sachusetts Institute of Technology (MIT) and the US Air Force, using two one-meter
class telescopes and a 0.5 meter telescope for follow-up observations, all located in New
Mexico, USA. Currently, each main telescope employs two CCDs1, one 1024× 1024
pixel CCD covering one fifth of the telescope’s field of view, and one 1960× 2560 pixel
CCD covering the full two square degree field of view. In fair observing conditions, the
LINEAR programme telescopes has a limiting magnitude of about V=19.5.

1Charge-Coupled Device, see glossary.

38
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The sensitivity of the CCDs, and particularly the relatively rapid readout rates, allows
LINEAR to cover large areas of sky each night. Each field of about 2 square degrees is
scanned five times. Every night, about 600 fields are covered,totalling about 1200 square
degrees. The programme searches as close as 60 degrees from the Sun. Currently, the
LINEAR program is responsible for the majority of NEO discoveries. Information from
J. B. Evans and [LINEAR 2005].

NEAT

NASA’s Jet Propulsion Laboratory and the US Air Force cooperate in theNear Earth
Asteroid Tracking(NEAT) programme, currently using a 1.2 metre Schmidt telescope
(designatedNEAT/Pin table 3.1) located at Palomar Mountain, Southern California, USA.
The limiting magnitude for this telescope is aboutV = 20.5 and each image covers 3.75
square degrees. The telescope at Palomar Mountain is dedicated to NEO search for about
130 hours each month.

The NEAT programme also uses a 1.2 metre class telescope (designatedNEAT/Min table
3.1), located at the Maui Space Surveillance Site (MSSS), Maui, Hawaii. This telescope
has a limiting magnitude of aboutV = 19.5, but is dedicated to the search for NEOs twice
as many hours per month as the Palomar telescope. Both of these telescopes perform NEO
searches at solar elongations as low as 75 degrees. Information from S. H. Pravdo and
[NEAT 2005].

Catalina Sky Survey

TheCatalina Sky Surveyis a search programme based in the USA, which has telescopes
at several sites, including a collaboration between the Research School of Astronomy
and Astrophysics (RSAA) of the Australian National University and the University of
Arizona Lunar and Planetary Laboratory (LPL) to search for NEOs from Siding Springs
Observatory in Australia. A 0.5 m Schmidt telescope is currently (2003) undergoing
modification to provide added sky coverage in regions of the southern sky unreachable
from the currently active NEO search stations. The field of view is about 8 square degrees,
projected onto a 4k×4k pixel CCD.

A 0.68 m Schmidt telescope (designatedCatalina/C in table 3.1) is already operating
full-time under the University of Arizona on Mt. Bigelow, Arizona, USA. The Siding
Springs telescope (designatedCatalina/Sin table 3.1) is to be dedicated to NEO search
full-time. A 1.5 metre telescope (designatedCatalina/L in table 3.1) at Mt. Lemmon,
Arizona, USA, is available for follow-up observations. This telescope is anticipated to be
performing NEO searches approximately half of the available nights.
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All three telescopes have a position accuracy of approximately 0.2 arcseconds, and are
able to search at solar elongations as low as 60 degrees. Information from S. Larson and
[CSS 2005].

LONEOS

LONEOS, the Lowell Observatory NEO Search is situated near Flagstaff, Arizona, USA.
It uses a 0.6 m class fully-automated Schmidt telescope to conduct a full-time search for
NEOs (approximately 200 nights per year are sufficiently clear). Using two 2K× 4K
pixel CCD detectors to cover a field of view of 2.85 × 2.85 degrees, the telescope is
designed to make four scans per region over the entire visible sky each month down to a
limiting magnitude of aboutV = 19.5, although asteroids as faint asV = 19.8 have been
detected. The telescope has the capability to scan the entire sky accessible from the site
every month. Each clear night, the telescope covers approximately 1000 square degrees.
The accuracy is approximately 0.5 arcsecond. The LONEOS telescope regularly observes
at a solar elongation of 70 degrees. Information from B. Koehn.

ADAS

The Asiago DLR Asteroid Survey is a joint programme among theDepartment of Astron-
omy and Astronomical Observatory of Padova, Italy, and the DLR (Deutsches Zentrum
für Luft- und Raumfahrt) Institute of Space Sensor Technology and Planetary Exploration,
Berlin, Germany. The program conducts the search using a 67/92 cm Schmidt telescope
at Asiago - Cima Ekar, Italy. The telescope is equipped with a2048× 2048 pixel CCD,
and the field of view is 0.67 square degrees. The search has mainly been conducted in
a strip from−5◦ to +15◦ around the celestial equator. The limiting magnitude is about
V = 21, and the typical astrometric position accuracy is betterthan 0.4 arcseconds. The
project is currently at a standstill due to lack of personel.Information from C. Barbieri.

Japan Spaceguard Association

The JSGA, financed by Japan’s National Space Development Agency (NASDA), the Na-
tional Aeronautic Laboratory, and the Space and TechnologyAgency, uses an observatory
near Bisei, Japan. There, the NEO search program has access to one 0.5 m class telescope
and one 1.0 m Cassegrain instrument, reaching limiting magnitudes ofV = 17.5 and
V = 19.5, respectively, in typical seeing conditions, using an integration time of 60 sec-
onds. Having about 60% of the observable nights available, the JSGA is able to cover the
entire visible sky in about three months, taking advantage of the 1.0 m telescopes field of
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view of nearly seven square degrees. For a single set of observations, the astrometric ac-
curacy is about 0.5 arcseconds. The JSGA usually observe near opposition. Information
from S. Isobe.

CINEOS

The Campo Imperatore Near Earth Object Survey (CINEOS) is a dedicated search and
follow-up program of near Earth objects, born in 1996 from a collaboration between the
Observatory of Rome (OAR-INAF), and the Istituto di Astrofisica Spaziale (IASF-CNR).
The CINEOS program uses a 0.9 m class Schmidt telescope situated at the Campo Im-
peratore Observatory about 130 km North-East of Rome, Italy, and currently emphasises
observing at solar angles as low as 40 degrees, aiming at a ground-based system opti-
mised towards the discoveries of Aten family asteroids and other inner-Earth objects. The
field of view is 52 by 52 arcminutes, covering an area of about 0.75 square degrees, en-
abling the survey of about 150 square degrees per lunation. Using a 60 second integration
time, the limiting magnitude is aboutV = 20.5. Single observations on the 2048× 2048
pixel CCD have an astrometric accuracy of about 0.4 arcseconds. Information from A. Di
Paola.

Spacewatch

The Spacewatch project uses the 0.9 m and 1.8 m telescopes on Kitt Peak, 45 miles
southwest of Tucson, Arizona, USA. The former telescope (designatedSpacewatch Iin
table 3.1) is dedicated to NEO surveying, and has a limiting magnitude ofV = 21.7,
whereas that of the latter (designatedSpacewatch IIin table 3.1) has a limiting magnitude
of V = 22.4, and the observable hours are split evenly between surveying and targeted
follow-up observations. The 1.8 m telescope has, however, recovered objects as faint as
V = 23.3 “at considerable effort”. The Spacewatch Project is unique in emphasising faint
objects (e.g.,V > 20.5) rather than sky coverage. The sky coverage of the telescopes is
1500 square degrees and 150 square degrees, respectively. The astrometric accuracy of
the 0.9 m Schmidt telescope is about 0.5 arcseconds, whereas the 1.8 m telescope seems
slightly more accurate at 0.4 arcseconds. Although able to observe as close as 60 degrees
in cases of urgent follow-up observations, surveying is notgenerally done less than 90
degrees from the Sun. Information from R. McMillan.

Pan-STARRS

Pan-STARRS, thePanoramic Survey Telescope And Rapid Response System, is a wide-
field search programme under development at the University of Hawaii’s Institute for



42 S. Wolff

Astronomy. By combining four 1.8 m telescopes, a limiting magnitude ofV = 24 is ex-
pected. In survey mode Pan-STARRS will cover 6000 square degrees per night, surveying
the whole available sky as seen from Hawaii three times each lunation. Pan-STARRS PS1,
essentially one quarter of Pan-STARRS, will be completed ahead of the full observatory.
It will have the same optics design and camera design as anticipated for the full version
of Pan-STARRS. First light for Pan-STARRS PS1 is scheduled for January 2006, with
deployment of the full array within a further two years. See also [PanSTARRS 2005].

3.1 Search Programme Comparison

Table 3.1 contains information for comparing the most prolific NEO search programmes
currently (2003) in operation. Each observatory is designated by the observatory code
assigned by the Minor Planet Center2 (MPC code). The table facilitates comparison be-
tween ground-based search programmes and GAIA, in terms of limiting magnitude (Vlim),
monthly sky coverage (coverage/mon), astrometric accuracy (accuracy, measured as the
average residual, not bias-corrected) as well as minimum solar elongation (min. elong.).
The monthly sky coverage are optimistic estimates, disregarding downtime due to hard-
ware failure,et cetera. Several of the minimum solar elongation reported are only attained
during urgent follow-up observations, not during regular surveying. The Gaia data is taken
from chapter 4.

Observatory MPC codeVlim coverage / month accuracy min. elong.
Catalina/C 703 ≈ 20.2 10, 000-17, 000 deg2 ≈ 0.2 as 60 deg
Catalina/L G96 ≈ 22.5 2500-4500 deg2 ≈ 0.2 as 60 deg
Catalina/S E12 ≈ 20.0 600-1100 deg2 ≈ 0.2 as 60 deg
LINEAR 704 ≈ 19.5 17, 000 deg2 ≈ 0.6 as 60 deg
NEAT/P 644 ≈ 20.5 8000-10, 000 deg2 ≈ 0.5 as 75 deg
NEAT/M 566 ≈ 19.5 8000-10, 000 deg2 ≈ 0.5 as 75 deg
Spacewatch I 691 ≈ 21.7 1500 deg2 ≈ 0.5 as 60 deg
Spacewatch II 291 ≈ 22.4 150 deg2 ≈ 0.4 as 60 deg
Gaia N/A ≈ 20 25,000 deg2 ≈ 5 mas 45 deg

Table 3.1: A list of the most prolific ground-based NEO observatories currently in operation,
comparing limiting visual magnitude, monthly sky coverage, position accuracy and minimum
solar elongation. Gaia space observatory information (seechapter 4) added for comparison.

Jedicke et al. [Jedicke et al. 2003] examines the prospects of achieving the Spaceguard
Goal (the discovery of 90% of all 1-km NEOs by the year 2008), comparing ground-
based and space-based observations. Perhaps surprisingly, the paper concludes that there
is little need for distributing ground-based survey telescopes in latitude and longitude

2http://cfa-www.harvard.edu/iau/mpc.html
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as long as the sky coverage is sufficient. The bias of NEO survey programmes on the
northern hemisphere apparently does not constitute a handicap. While admittedly not
considering a cost-benefit analysis, the authors consider aspace-based survey to offer an
advantage over Earth-based counterparts.
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Figure 3.1: The simulated percentage of NEOs discovered by Gaia as a function of solar elonga-
tion. From [Mignard 2001]. See also chapter 4.

If the Pan-STARRS project proceeds according to plan, Gaia is not expected to discover
many new NEOs because of its limiting magnitude. By the time Gaia is launched, Pan-
STARRS will have been surveying for several years at limiting magnitude 24.

While it is possible to observe at solar elongations as smallas 30 degrees from Earth
[Høg & Knude 2001], it is not practical for surveying, since it is only possible to do so
for a very short time per day.

Due to the regular observation at low solar elongations, Gaia is expected to discover
several of the elusive IEOs, objects having an orbit entirely interior to the Earth’s orbit.
While theories of existence had been widely accepted, the first of these objects was not
discovered until 2003 [Evans et al. 2003].

Ultimately, since more of the sky is available to the space-based survey at any time, and
search can (and will, in the case of Gaia) take place 24 hours aday, the space-based survey
has an advantage. Also, because the sky-plane density of NEOs increases in the direction
toward the Sun (figure 3.1), Gaia’s regular low solar elongation observation makes it an
excellent candidate for observing not only Atens and IEOs, but NEOs in general.



Chapter 4

Gaia

Figure 4.1: Schematic view of a possible design of the Gaia spacecraft. Diameter of deployed
solar array≈ 9 m.

Gaia is a European Space Agency mission aimed at making a complete census of all
objects down to apparent magnitude 20. The positions of an expected 1 billion objects
are to be determined with unprecedented accuracy from the Gaia space observatory. The
resulting scientific harvest will provide detailed information on stellar evolution and star
formation, as well as a clarification of the origin and formation history of our galaxy. Gaia
is expected to discover thousands of extra-solar planets and follow the bending of starlight
by the Sun, and therefore directly observe the structure of space-time. Relativistic param-
eters and the solar quadrupole moment will be determined with unprecedented precision.
All this is achieved through the accurate measurement of star positions. Designated an
ESA cornerstone mission, the Gaia spacecraft is expected tobe launched in 2011-2012.

Although the main goal of Gaia is to clarify the origin and history of our Galaxy, this
chapter will explore its capabilities for observing near Earth objects. Section 4.2 describes
the Gaia instruments relevant for NEO observation. Following this section, the Astro
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instrument is explained in further detail, as is a simulatorby F. Mignard, predicting Gaia
observations. In the penultimate section of this chapter, this simulator is used to predict
the number of objects that “evade” observation due to their proper motion. Section 4.7
describes a proposed method for observing NEOs by dedicating four detectors in the
Spectro instrument to this task.

4.1 Orbit and Scanning Principle

Gaia will perform its observations from a quasi-periodicalorbit about Lagrange point L2
of the Sun-Earth system (see figure 2.7 and section 2.4). As shown in example 2, this
point is situated 1.5 million kilometers from the Earth along the Sun-Earth line, opposite
the Sun. Owing to the dynamical properties of this point, Gaia can maintain a roughly
constant distance to the Earth for several years, using onlymodest corrective manoeu-
vres. To avoid steep temperature gradients and to ensure sufficient sunlight reaching the
solar panels, Gaia must stay out of the Earth’s shadow, a circular zone of radius only
slightly larger than that of the Earth – approximately 6,500kilometers. Hence, Gaia is
placed in a so-called Lissajous orbit about L2 of an extent ofabout 300,000 kilometers,
completing a full cycle every six months. The thermal stability of the region is very im-
portant, since a temperature variation of less than one thousandth of a degree over a few
hours would disturb the alignment of the mirrors and thus significantly degrade the images
[Mignard 2003].

The duration of the operational phase of the Gaia mission is five years. During its life-
time, the satellite will continuously spin with a constant speed corresponding to one full
revolution every six hours. The spin axis is kept at a constant angle with respect to the
Sun, precessing about the direction of the Sun approximately every 70 days. The image
of a spinning top, revolving around its axis while the axis precesses around the vertical, is
appropriate. The spin and precession of Gaia, coupled with its orbital motion around the
Sun, enables the scanning of the entire celestial sphere.

The angleξ between the spin axis and the direction towards the Sun is determined as a
compromise between thermal stability, power requirementsand astrometric accuracy. It
is currently 50 degrees, but is likely to be reduced to 45 degrees to enable the use of a
smaller, and thus lighter, sunshield. Forξ = 50◦, Gaia will be able to observe objects
as close to the Sun as≈ 40◦. If ξ is decreased to 45◦, the minimum solar elongation is
correspondingly increased to 45◦.

Figure 4.4 shows an example of the monthly sky coverage of Gaia, using the a solar aspect
angle ofξ = 45◦ and an across-scan field of view of 0.737◦ (see section 4.2). Based on a
simulation of 10,000 random positions uniformly distributed over the sky, the plot shows
the 6068 positions that were observed at least once. The fraction of the sky covered in one
month varies between 51% and 68% depending on the starting time of the month. The
average coverage is close to 60%. The scanning leaves two big“holes” (the blind spots
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Figure 4.2: The scanning principle employed by Gaia. Line-of-sight 1 corresponds to the preced-
ing field of view (Astro 1), line-of-sight 2 corresponds to the following field of view (Astro 2).
Gaia makes a full revolution every 6 hours, while the spin axis precesses about the direction of the
Sun once every 70 days. From [de Bruijne 2003-II].

illustrated in figure 4.3) centered on the direction of the Sun and on the direction opposite
the Sun. Data from L. Lindegren, Lund Observatory (personalcorrespondence).

4.2 Gaia Instruments

Inside Gaia’s payload module are three telescopes, two of which are identical. These two
Astroinstruments are dedicated to the accurate measurement of the stellar positions. Each
consists of three curved, rectangular mirrors to focus the starlight. The largest mirror in
each telescope system is 1.4 metres long. Each will focus itsstarlight onto the focal
plane, an array of CCDs. They will measure the position and brightness of the celestial
objects that Gaia detects. The lines of sight of the two Astrotelescopes are separated by
a basic angleof 99.4 degrees. Due to the 6-hour spin period, the second Astro telescope
(Following Field Of View,FFOV) will observe approximately the same as the first Astro
telescope (Preceding Field Of View,PFOV), only 99.4 minutes later.

The third telescope is of a different design. It is called theSpectroinstrument and is
designed to perform photometry (the detection of the brightness of celestial objects in a
number of different colour bands) used to determine the physical parameters of celestial
objects. It will also measure the radial velocity of celestial objects. This information can
then be combined with that from the Astro instruments, to give a full picture of how the
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Figure 4.3: Diagram illustrating the “blind spots” of Gaia versus that of Earth-based telescopes.
Gaia does not observe in the directions towards and away fromthe Sun, but does observe closer
to the Sun than is routinely done from Earth, which is important for discovering NEOs inside
the orbit of the Earth. While it is possible to observe closerthan 90◦ from the Sun from Earth-
based telescopes, this is typically only done in case of follow-up observations. Cf. figure 4.4. The
diagram is not to scale.

celestial object is moving through space.

Focal Planes

The light from the Astro and Spectro telescopes is projectedonto the Astro and Spectro
focal planes, shown in figures 4.5 and 4.7, respectively. These focal planes are arrays of
CCDs, each consisting of a regular grid of several million pixels. Each box in the figures
represents a vertical (i.e., in the across-scan direction)column of CCDs, sometimes also
called aCCD stripor aCCD row.

The Astro Focal Plane

The Astro focal plane, shown in figure 4.5, consists of two skymappers (Astro Sky Map-
per, ASM) and eleven astrometric fields (AF1-AF11). The light from both of the Astro
telescopes is projected onto one focal plane, with the exception of ASM1 and ASM2
receiving light only from the preceding and following field of view, respectively. As the
satellite spins, the light from celestial objects moves from left to right. As an object enters
the preceding field of view, it is detected in ASM1. To avoid spurious observations caused
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Figure 4.4: Gaia’s monthly sky coverage in ecliptic coordinates. This example shows a typical
sky coverage of≈ 60%. Note the blind spots in the direction of the Sun and opposition (cf. figure
4.3). Data from L. Lindegren, Lund Observatory (personal correspondence)

by defective pixels or cosmic radiation, the observation must be confirmed as it reaches
AF1 a few seconds later. This confirmation happens by examining a group of pixels (a
window) corresponding to a position in the sky centered on the direction where the object
was detected in the ASM1. The shape and size of the window, which may differ for each
of the astrometric fields AF1-AF11, are determined based on the brightness of the detected
object. Because windows are fixed in the sky, they should be large enough to make sure
moving objects do not pass outside them. Contrarily, because windows containing multi-
ple objects are of little value, windows should be as small aspossible to avoid crowding.
Once the object is confirmed, windows are recorded in each of the ten remaining astro-
metric fields. To reduce the amount of data transmitted to Earth, the pixel data can be
summed into samples to be transmitted instead. For faint objects in AF2-AF11, the sam-
pling includes a projection, orbinning, onto the along-scan direction leading to a signifi-
cant reduction in across-scan accuracy (see figure 4.6). Theassumed windowing scheme
is detailed in section 4.3. For details on the Astro samplingand windowing schemes,
refer to the deep, comprehensive and dedicated studies by E.Høg in [Høg, et al. 2003-II],
[Høg 2004], [Høg 2004-II], [Høg & de Bruijne 2005] and [Høg 2005].

Since the windows sampled in the astrometric fields are fixed on the sky, centered on the
position where the object was detected in the sky mapper, a moving object may “escape”
and thus evade observation. The probability of such an escape happening is examined in
section 4.6.

For each transit of a sufficiently slow object, we can obtain the following data from each
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Figure 4.5: Simplified diagram of the Astro focal plane. As the satellitesweeps the sky, celestial
objects appear to move from left to right, in the along-scan (AL) direction. AC: Across-scan
direction. ASM: Astro Sky Mapper. AF: Astro Field.

CCD strip: object position, position standard deviation and a time tag. The position
standard deviation is an estimate of the accuracy of the position observation. It depends
on the brightness of the object, but also on the sampling scheme employed and on whether
the result of the on-board centroiding (the process of estimating the true position based
on samples) is transmitted to ground. Such triples of information will be extensively used
for motion detection in chapter 5.

The Astro focal plane also contains a group of CCDs dedicatedto broad-band photometry.

The Spectro Focal Plane

The Spectro focal plane, shown in figure 4.7, is where much of much of Gaia’s photomet-
ric data originate. Since not every pixel can be transmittedto ground, due to the limited
telemetry1 budget, in analogy with the astrometric focal plane, a set ofsky mappers is
used to detect when an object is about to transit the Spectro focal plane. These Spec-
tro sky mappers, SSM1, SSM2, SSM3 and SSM4 in figure 4.7, can beused to observe
NEOs. An object entering the field of view of the Spectro telescope is detected in SSM1
and confirmed in SSM2 to avoid false detections, e.g., those caused by cosmic rays. This
detection/confirmation is repeated in the SSM3/SSM4 pair ofCCD columns. The motion
of the object between the SSM1/SSM2 and SSM3/SSM4 is estimated. If the object has
moved significantly, it is likely to be a near Earth object. A similar method for performing
NEO observations in the Spectro instrument is described in section 4.7.

1Telemetry: the data transmitted to ground, and the process of transmitting it.
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Figure 4.6: To reduce the amount of data transmitted to ground, pixel data is sometimes “binned”
in the across-scan (AC) direction before transmitting. This data reduction comes at the price of
reduced on-ground AC accuracy.

4.3 Astro Telescope Technical Data

In the remainder of this thesis, we assume the use of the Astrotelescopes, following the
design in [Høg, et al. 2003-II] for faint objects, i.e., Gaiavisual magnitude 16 to 20. This
implies a Sun aspect angle of 50 degrees and a basic angle between the Astro telescopes
of 106 degrees, rather than the current basic angle of 99.4 degrees.

Regarding the focal plane, the width2 of an ASM and the width of an AF (both including
CCD interspace) is 0.03684 degrees and 0.06017 degrees, respectively. Assuming an
ASM of 2600 pixels and an AF of 4500 pixels and an along-scan pixel size of 10µm, this
corresponds to an ASM width of 26 mm + 4 mm interspace and an AF width of 45 mm
+ 4 mm interspace, in accordance with [Pouny et al. 2003]. This data, coupled with the 6
hour spin period, leads to the transit times given in table 4.1.

The size of a pixel, projected onto the celestial sphere, is 44.2 mas along-scan and 133
mas across-scan, corresponding to a focal length of about 46.6 m.

The assumed windowing scheme is described in [Høg, et al. 2003-II] and summarised in
table 4.2. Note, that these windows may be truncated and/or binned before being transmit-
ted to ground. The philosophy behind this windowing scheme is to have a relatively large
AF1 window to ensure confirmation of even the fastest objects. Many moving objects will
also be observed in the large AF11 window, facilitating an accurate velocity estimation
because of the large timebase. The latest scheme has a large AF6 window instead of the
AF11, in order to observe faster-moving objects at the cost of a smaller timebase.

2width refers to the on-sky extent in the along-scan direction.
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Figure 4.7: Simplified diagram of part of the Spectro focal plane. As the satellite sweeps the sky,
celestial objects appear to move from left to right, in the along-scan (AL) direction. AC: across-
scan direction. SSM: Spectro Sky Mapper. The remaining six detectors are used for photometric
observations.

4.4 Gaia Simulator

To investigate various properties of the observations of Gaia, the author has made use of
a Gaia software simulation written by F. Mignard of the Observatoire de la Côte d’Azur
[Mignard 2001], [Mignard 2001-II]. This simulation takes as input the orbital elements
of a population of solar system objects and computes all Gaiaobservations of each object
in the population during the predetermined mission duration. The output includes the
time of transit, the position and position standard deviation, the apparent magnitude and
instantaneous inertial velocity3 for each observation of each object.

Originally, the simulator output consisted of one observation per telescope. In February
2004, F. Mignard and the author modified the simulator to provide output for each of the
twelve CCD strips in each Astro telescope. The windowing scheme is not simulated, so if
the object is within the field of view, the observation is recorded. This enables subsequent
analysis of the recorded observations, imposing the restrictions of the windowing scheme,
see section 4.6. Figure 4.8 shows an example of the output of the simulator.

The simulator is also able to calculate for each observationa position standard deviation,
i.e., the position standard deviation a similar observation by Gaia is expected to have.
The error model determines the standard deviation based on the object’s apparent mag-
nitude, angular size, velocity and the phase angle. When modifying the simulator, the
measurements from each of the CCDs were implemented to output the same position
standard deviation. Owing to the difference in windowing and sampling, this is not the
case. The error model (see [Mignard 2003-II] and [Hestroffer et al. 2003]) is essentially
only correct for the astrometric sky mappers, but lacking a final fixed version of the win-
dowing and sampling scheme, it was decided to keep this incomplete implementation as

3The inertial velocity is the motion of the object on the sky with respect to the fixed stars, i.e., corrected
for the motion and attitude change of Gaia



52 S. Wolff

PFOV FFOV
ASMx→AF1 5.1 s 2.9 s
ASMx→AF2 8.7 s 6.5 s
ASMx→AF3 12.3 s 10.1 s
ASMx→AF4 16.0 s 13.7 s
ASMx→AF5 19.6 s 17.3 s
ASMx→AF6 23.2 s 21.0 s
ASMx→AF7 26.8 s 24.6 s
ASMx→AF8 30.4 s 28.2 s
ASMx→AF9 34.0 s 31.8 s
ASMx→AF10 37.6 s 35.4 s
ASMx→AF11 41.2 s 39.0 s

Table 4.1: Assumed transit times: The time it takes for a fixed object to move from the sky mapper
(ASM1 in the case of the Preceding FOV, ASM2 for the FollowingFOV) to each astrometric field,
CCD center to CCD center.

CCD Size in pixels Angular size
AF1 12 pixels× 12 pixels 530.4 mas× 1596 mas

AF2-AF10 6 pixels× 12 pixels 265.2 mas× 1596 mas
AF11 68 pixels× 14 pixels 3005.6 mas× 1862 mas

Table 4.2: Assumed read window sizes (AL× AC). From [Høg, et al. 2003-II].

an approximation.

4.5 Simulator Input Data

The input data for the simulation is a file containing the orbital elements and absolute
magnitude of each object in the population. Two populationshave been used:

The first population consists of the first 20,000 numbered asteroids. Being the first 20,000
numbered, one would expect them to be the 20,000 brightest, which constitutes a bias.
Although this population is designated MBO (Main Belt Objects) in the following, it also
contains a number of NEOs, such as 433 Eros. A truncated population of the first 2000
asteroids has also been used.

The second population consists of a simulated population ofNEOs, based on the work
presented in [Bottke et al. 2000] and kindly provided by F. Mignard [Mignard 2001]. It
constitutes a roughly complete NEO population for absolutemagnitudesH < 22. Figure
4.9 shows the number of NEOs as a function of absolute magnitude. As shown in the
figure, the number of bright objects is fairly low. To remedy this, in order to obtain a large
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1 1 Ceres 720
200 201 202 ...

53.8354758013 53.8355094717 53.8355512579 ...
8.8462 8.8462 8.8462 ...
-8.6787 -8.6787 -8.6787 ...
8.9889 8.9889 8.9889 ...

221.3800 221.3800 221.3800 ...
263.64223961488 263.64224969653 263.64226220830 ...

2.96659863466 2.96659787407 2.96659693015 ...
4.8917 4.8917 4.8917 ...
4.9270 4.9270 4.9270 ...

2 2 Pallas 1260
100 101 102 ...

(continued)

Figure 4.8: Simulator output example. The first line is a header, indicating object number, name
“1 Ceres” and the number of observations of this object during the mission (720). The second line
is the CCD id (200: ASM2, 201: FFOV AF1, 202: FFOV AF2, etc). The third line is the time
of transit (in days). The fourth line contains the apparent magnitude (V). The fifth and sixth lines
contain the object’s instantaneous inertial velocity in the along-scan and across-scan directions,
respectively (in mas/s). Line seven contains the current inclination (in degrees) of the scan circle
with respect to the ecliptic plane. Lines eight and nine are ecliptic longitude and latitude (in
degrees), and lines ten and eleven contain along-scan and across-scan position standard deviations
in mas. Each of the lines 2-11 have 720 entries, as indicated in the header line.

number of simulated observations for statistical stability, each object is made brighter by
the simulator by reducing the value ofH upon loading the orbital elements. Because
of this increased brightness, many NEOs will be observed at agreater distance, thus
introducing a bias reducing the average instantaneous inertial velocity observed.

4.6 Escape Statistics

Because the observation windows sampled in the astrometricfields AF1-AF11 are fixed
on the sky, centered on the position where the object was detected in the sky mapper
ASM1/ASM2, a moving object may “escape”, i.e., move outsidethe window, and thus
evade observation. This section describes the computationof these “escape probabilities”.
Based on the window sizes and transit times given in section 4.3, it is possible to compute
the critical “escape velocities” for each CCD,ve(CCD), as:
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Figure 4.9: The number of NEOs as a function of absolute magnitudeH for the simulated NEO
population. The brightest object is of absolute magnitudeH = 13.1, the faintest objects have
H = 22.0. From [Mignard 2001].

ve(CCD) = W(CCD)

2T(CCD)

whereW(CCD) is the window size (in the along-scan or across-scan direction, as appro-
priate), given in table 4.2, andT(CCD) is the transit time for the appropriate CCD column,
given in table 4.1. If the object displacement (velocity multiplied by transit time) exceeds
half the window width, the object will escape. Table 4.3 lists the critical velocities.

Defining aset of observationsas the observations obtained from a single object crossing a
single telescope, such a set may contain up to twelve observations (one ASM and eleven
AF observations). Because a detection in the ASM without confirmation in the AF1 is not
recorded, the smallest number of observations in a set will be two.

By examining each set of observations, it is possible to generate escape probabilities.
Since the windowing scheme is not implemented in the simulator, the probabilities are
generated using a software tool, written by the author, implementing the windowing
scheme in section 4.3.

Figure 4.10 shows the probability that an object’s inertialvelocity is sufficiently low for
it to be observed in a CCD strip, based on simulations of a population of the 2000 first
numbered asteroids. Because of the larger timebases in the preceding field of view (table
4.1), the probability of “survival” is slightly lower than in the following field. Note that
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PFOV AL PFOV AC FFOV AL FFOV AC
AF1 51.8 mas/s 156 mas/s 91.1 mas/s 274 mas/s
AF2 15.2 mas/s 91.4 mas/s 20.3 mas/s 122 mas/s
AF3 10.7 mas/s 64.7 mas/s 13.1 mas/s 78.8 mas/s
AF4 8.31 mas/s 50.0 mas/s 9.65 mas/s 58.1 mas/s
AF5 6.78 mas/s 40.8 mas/s 7.64 mas/s 46.0 mas/s
AF6 5.72 mas/s 34.4 mas/s 6.33 mas/s 38.1 mas/s
AF7 4.95 mas/s 29.8 mas/s 5.40 mas/s 32.5 mas/s
AF8 4.36 mas/s 26.3 mas/s 4.71 mas/s 28.3 mas/s
AF9 3.90 mas/s 23.5 mas/s 4.17 mas/s 25.1 mas/s
AF10 3.53 mas/s 21.2 mas/s 3.75 mas/s 22.5 mas/s
AF11 36.5 mas/s 22.6 mas/s 38.5 mas/s 23.9 mas/s

Table 4.3: “Escape velocities”. Objects moving faster than the indicated velocities in either the
along-scan or across-scan directions will not be observed in that particular CCD. Example: An
object moving at 5 mas/s AL and 22 mas/s AC, observed with the PFOV, will be observed in
ASM1 and AF1 to AF6, but not in AF7, AF8 and AF9 because of the ALvelocity exceeding
the critical velocities listed. The critical velocities inboth the AC and AL directions rule out
observation in the AF10, whereas the object will be observedin AF11. Thus, the object’s transit
of the PFOV will lead to a set of eight observations. Extension of the table in [Wolff 2004].

because of the larger AF11 window, observations not observed in one or more of the
astrometric fields may “reincarnate” in AF11.

The same population of asteroids is compared to a simulationrun with the NEO popula-
tion in figure 4.11, where the survival probabilities of preceding and following fields of
view have been averaged. Because of their greater average inertial velocity, the survival
probability of the NEOs is significantly lower. Less than 10%of the NEOs provide ob-
servations from all astrometric fields, but more than 40% arenevertheless observed in the
big AF11 window, facilitating accurate velocity estimation because of the large timebase.

To get a larger number of accurate NEO velocity estimations,it has been suggested to
change the windowing scheme described in section 4.3 to a scheme exchanging the win-
dow sizes of CCDs AF5 and AF11, such that AF5 would have a largewindow, whereas
AF11 would have one of normal size. This change has been implemented in the software
tool mentioned above, leading to the results shown in figure 4.12. The “big-AF5” win-
dowing scheme led to a 10% increase in the total number of NEO observations whereas
the number of asteroid observations decreased by 4%, when compared to the original
scheme. At first glance, this decrease might seem odd. However, due to the relatively
low inertial speed of the asteroids, the gain from having a big window in AF5 is almost
negligible, whereas the loss caused by a small window in AF11is not.

Recalling the bias introduced by the artificial brighteningof the NEO population (see sec-
tion 4.5), reducing the average velocity, the figures involving this population are believed
to be slightly optimistic.
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Figure 4.10: “Survivability” of observations of the 2000 first asteroidsin each of the astrometric
fields AF1 to AF11. The probability that an object’s inertialvelocity is sufficiently low for it to
be observed in a CCD strip. The preceding FOV loses more observations because of the greater
distance to its sky mapper, ASM1. Almost all asteroids are observed in the larger AF11 window.
From [Wolff 2004].

Note, that this method disregards any possible problems caused by the centroid being near
the edge of the CCD. This and other problems are touched upon in [de Bruijne 2005-III],
which contains a simpler method for doing a similar calculation assuming normal velocity
distributions and independent AL and AC velocities. When using the same focal plane
design, the results obtained with the simple statistical method are comparable (within 10
percentage points) to the results presented here. It is believed that the difference can be
attributed to the difference in assumptions of the velocitydistributions.

4.7 NEO Observation in the Spectro Instrument

The method described in this section was developed jointly by E. Høg, F. Arenou, P.
Hjorth, U. G. Jørgensen, F. Mignard and the author of this thesis [Høg, et al. 2003]. It was
originally envisioned for a slightly different design of the Spectro focal plane, described
in [Høg, et al. 2003-II], but is straight-forward to transfer to the current design, which
was approved by the Gaia Science Team in March 2004 [Pace 2004]. It makes use of
four CCD columns, namely RVSM (Radial Velocity Sky Mapper) #1, #2, #7 and #8,
corresponding roughly in position to SSM1, SSM2, SSM4 and RVF in figure 4.5.

The previous design of the Spectro instrument consists of several clusters of CCDs, in-
cluding an eight-CCD “auxiliary” cluster. We propose (in [Høg, et al. 2003]) to use some



Near Earth Objects 57

0

20

40

60

80

100

1110987654321

Percentage

Survivability AF1-AF11, 2000 first asteroids + full NEO population

Asteroids

3 3
3

3

3

3

3
3

3
3

3

3
NEOs

+

+

+
+

+ + + + + +

+

+

Figure 4.11: “Survivability” of observations of the 2000 first asteroidsand the simulated NEO
population in each of the astrometric fields AF1 to AF11. Lessthan 10% of the faster-moving
NEOs provide observations from all astrometric fields, but more than 40% are nevertheless ob-
served in the big AF11 window. From [Wolff 2004].

of the CCDs in this cluster for detecting faint moving objects, including NEOs. The in-
tegration time for each CCD is 5.5 seconds and the interspacing is 2.1 seconds, yielding
7.6 seconds between each CCD. CCDs #1, #2, #7 and #8 are used tomaximise time base.
The CCDs are used in pairs to reduce false detections from cosmic rays.

1. Detect object in CCDs #1 and #2. This redundancy is necessary to reject false
detections from spurious cosmic rays.

2. Rediscover the same object using CCDs #7 and #8.

3. Reject object if it is not moving.

4. Otherwise, transmit data to ground.

Ad 1: The basic assumptions on RVSM are listed in table 4.4, whereG is the apparent
visual magnitude from the point of view of Gaia. The detection probability for a single
field transit is denoted byP. The standard deviation in the determination of position is
given byσAL andσAC in the along-scan direction and across-scan direction, respectively.
The probability of successful detection in all four CCDs is denoted byP4, andσvAL and
σvAC give the standard deviations on the velocity approximationin the along-scan and
across-scan directions.
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Figure 4.12: “Survivability” of observations of the 2000 first asteroidsand the simulated NEO
population in each of the astrometric fields AF1 to AF11, “bigAF5” windowing scheme. This
windowing scheme gives rise to a 10% increase in NEO observations at the cost of a 4% decrease
in asteroid observations, when compared to the original windowing scheme (figure 4.11). From
[Wolff 2004].

Ad 2: This rediscovery should be performed by examining an area centered on the ex-
pected position in the sky, i.e., the position at which it wasobserved using CCDs #1 and
#2. The radial extent of this area equals the expected maximum velocity (according to
figure 5.9, 60 mas/s for NEOs appears to be a reasonable cutoff, minimising the window
size while still retaining more than 75% of the observations4) multiplied by the time base.
What to do when several objects are detected inside this areahas not yet been decided
upon. This typically happens in areas of great star densities (say within 10 degrees of the
galactic plane, constituting 20% of the sky), where telemetry peaks. However, in these
high density areas, the priority of NEO search can be limited. It can be seen in table 4.4
that the probability for detecting an object of magnitude G=21 in all four CCDs is 41%,
indicating the faintest feasible magnitude for detection using this method.

Ad 3: To reduce telemetry, objects that are deemed not to be moving (with respect to the
fixed stars) are rejected, since they are expected to be observed in the Astro instruments.
This rejection is performed by calculating the standard deviation of the velocity, which
in turn is approximated by the displacement divided by the time base. Across-scan and
along-scan standard deviations on velocity for a time base of 46 seconds may be found in
table 4.4 for various G magnitudes. The proposed method suggests rejecting objects not
satisfyingv > 3σv. Using the appropriate estimates, this is shown in section 5.6 to be an

4mas: millisecond of arc.
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G P σAL σAC P4 σvAL σvAL

20.0 91% 100 mas 240 mas 68% 2 mas/s 5 mas/s
20.5 88% 140 mas 280 mas 60% 3 mas/s 6 mas/s
21.0 80% 210 mas 360 mas 41% 5 mas/s 8 mas/s
21.5 46% 260 mas 405 mas 4% 6 mas/s 9 mas/s
22.0 10% 310 mas 495 mas 0% 7 mas/s 11 mas/s

Table 4.4: RVSM assumptions. Time base (#1 to #7): 6× (5.5+2.1)s = 45.6 s. Does not include
blurring due to motion.

optimal rejection strategy.



Chapter 5

Motion Detection and Estimation

This chapter, constituting the main contribution of this thesis, presents five different meth-
ods of motion detection, based on the fields of data-fitting and theoretical statistics. The
last of the five is proved to be optimal among all translation invariant method, assuming
a symmetric velocity distribution. The relative performance of all five tests is compared,
and their individual advantages and disadvantages are discussed. The optimal test is ap-
plied to simulated Gaia observations in section 5.10. In thefinal section of the chapter,
the properties of the velocity estimate emerging from two ofthe methods are examined
with reference to its use in orbit computation.

5.1 Overview

In order to accurately compute the orbit of an object, it is necessary to obtain many obser-
vations, spanning a significant portion of the orbit. This typically involves distinguishing
observations belonging to the object in question from observations belonging to other
objects. In other words,linking a series of observations of that particular object. The
Gaia mission is expected to observe on the order of one billion objects on the average
of about 80 times each [de Bruijne 2005], leading to a significant amount of work when
linking observations. Although temporal and spatial limitations may be imposed to re-
duce the search space, the total task of linking all observations for each of the expected
half a million solar system objects [ESA 2000] is obviously anon-negligible undertaking.
Introducing a filtering step to discard observations of non-solar system objects would re-
duce the needed work by many orders of magnitude. Such a filtercould be approximated
by thresholding according to the apparent instantaneous velocity, since nearby objects
would, in general, appear to be moving faster than remote objects.

Whenever an object passes through the field of view of one of Gaia’s astrometric tele-
scopes, up to twelve observations are recorded within aboutforty seconds. These obser-
vations may be used to estimate the object’s velocity at the time of the crossing of the

60
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field of view. Thus, every field of view crossing may be interpreted as leading to a posi-
tion measurement as well as a velocity measurement, contrary to conventional astrometry,
yielding only a position measurement.

The star having the highest knownproper motionis Barnard’s Star, the fifth closest known
star1 to Earth, moving 10.3 seconds of arc per year. Pluto, one of the “slowest” members
of the solar system, having a siderial period of 248 years, moves more than 5000 sec-
onds of arc per year. Distinguishing solar system objects from non-solar system objects
based on instantaneous proper motion thus seems feasible2. However, the method is not
flawless: A solar system object having an instantaneous velocity vector (almost) parallel
to its topocentric position vector, will have an instantaneous proper motion that is very
small, and may thus be regarded as a star and erroneously excluded from the set of ob-
servations of solar system objects. However, this is expected to occur only rarely. Figure
5.9 displays the inertial speed of simulated Gaia observations of the synthesized NEO
population described in the previous chapter.

The proper motion of Barnard’s star, 10.3 seconds of arc per year, corresponds to about
0.3 microsecond of arc per second. The along-scan centroiding error of a single CCD
transit for a bright object, such as Barnard’s star, is approximately 0.04 milliseconds of
arc [de Bruijne 2005-II]. In section 5.9 it is shown, that even this, the fastest-moving star,
will be regarded as a fixed object by Gaia, whereas nearly all observations of NEOs and
Main Belt Asteroids reveal the underlying motion.

This chapter will show that, owing to Gaia’s impressive (yetfinite) astrometric accuracy,
an approximate distinction between observations of solar system objects and observations
of objects outside the solar system may be obtained by distinguishing between moving
and fixed objects. Because of the limited astrometric accuracy, a slow-moving object will
be regarded as a fixed object.

The across-scan pixel binning (see section 4.2) leads to reduced accuracy in the across-
scan direction. Because of this, as well as to initially simplify the problem, we will only
consider position data in the along-scan direction. Thus, we assume we have obtained a
set of observations, consisting ofN along-scan position observations (between two and
twelve, from ASM and AF1-AF11)x1, x2, . . . , xN, at observation timest1, t2, . . . , tN ,
along with an approximate residual variance for each observation: σ 2

1 , σ 2
2 , . . . , σ 2

N . The
following sections describe several methods to use such aset of observationsto obtain
a Boolean variable (a flag) indicating whether or not the observed object is (currently)
moving, and hence, indirectly indicating whether or not theobserved object is a solar
system object.

The assumed model is:

xi = P0 + vti + ǫi , (5.1)

1The Sun being one of the five
2Transneptunian Objects, objects with an orbit beyond that of Neptune may move slowerthan Pluto.

However, at Gaia’s limiting magnitude, not many TNO observations are expected
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wherexi is thei th observed position,ti is the time of thei th observation,P0 is the true
position the time of the first observation, which implies that the time of the first observa-
tion equals zero. The velocity, defined as the instantaneousproper motion, assumed to be
constant during a field crossing, is denoted byv. We will assume that the measurement
errorsǫi are independent normal variables, of zero mean and varianceσ 2

i . According to
the discussion on the error statistics of asteroid observations in [Carpino et al. 2003], this
is a valid assumption. We assume constantσ 2

i = σ 2 for all but the generalised method
presented in section 5.8. All spatial quantities are projections on to the along-scan direc-
tion. Detecting motion is tantamount to analysing the observed positions to test whether
or notv equals zero.

We assume as a null hypothesis that the observed object is fixed in the sky, i.e., that the
fluctuations observed are due to measurement error. The following sections present four
methods, co-developed by F. Mignard3 and the author, for testing this hypothesis; four
statistical tests fortrend, a (linear) change in position over time. The philosophy behind
these four tests is to assume as little as possible about the distribution of the position
residuals when devising the test statistic. The last part ofthis chapter describes an optimal
method for motion detection, arising from a fundamentally different approach to the one
followed when developing the first four tests: To calculate atest statistic based directly on
the comparison of the computed probability of the measurements given a zero velocity and
a known (non-zero) velocity, assuming full knowledge of thedistribution of the position
residuals.

Applying a test we can commit two type of errors. We can label afixed object as moving,
in which case we say we commit a type I error, and we can label a moving object as fixed,
and in that case we commit a type II error. The situation is summed up in the following
diagram:

Object fixed Object moving
Flagged as fixed Correct type II error

Flagged as moving type I error Correct

In the following, the probability of erroneously labellinga fixed object as moving is de-
noted bypI, and, conversely, the probability of erroneously labelling a moving object as
fixed is denoted bypII .

5.2 Linearity Assumption

In this chapter we assume that the underlying motion can be assumed to be linear during
the short periods of observation. This section investigates the plausibility of this assump-
tion.

3Observatoire de la Côte d’Azur, France.
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A way of examining whether or not it is plausible that the short-term motion of an object
can be described by a straight line, is by using simulation. From one field crossing, the
orbit is propagated assuming (I) linear motion and (II) Keplerian motion. A statistical
analysis of the difference in position may then be performedand interpreted as a measure
of non-linearity. The work in [Mignard 2005], based on the simulated observations of
Main Belt Asteroids, indicates that the mean distance between the two predictions after 60
days is about 4.9 degrees.The mean distance is described as approximately proportional
to the square of the time. Scaling these values according to this proportionality yields
a mean distance of 1.33 µas after the 45 seconds needed for a transit of the astrometric
focal plane, thus providing a rough order of magnitude of effect of non-linearity.

An alternative way of testing the linearity assumption is tofit observations to a straight
line in a least-squares sense, and subsequently examining the magnitude of the residuals.
Observations from the crossing of one field of view were generated using the simula-
tor described in chapter 4, and subsequently filtered using the tool that implements the
windowing scheme. These filtered observations were then fitted to a straight line in a
least-squares sense, and the maximum residual extracted. The root-mean-square of these
maximal residuals proved to be less than half a microarcsecond for the NEO population,
which was expected to have the most non-linear behaviour. Even the largest of the maxi-
mal residuals was less than 1/60th millisecond of arc.

Because most NEO observations will be very faint, we expect NEO observations to have
position errors of several milliseconds of arc. Hence, the non-linearity is expected to be
far smaller than the measurement error, thus justifying thelinearity assumption.

5.3 Evaluation

In order to compare different methods of motion detection, aMonte Carlo software tool
was developed by the author. Given the number of observations, the velocityv of the
observed object and the residual variance, a simulated set of observations is generated as
randomly perturbed observations of linear motion, according to (5.1). A given method can
then be applied on this data set, yielding a flag that indicates if the method has detected
motion. This sequence of generation and application is thenrepeated a large number
of times to obtain the probabilitypfix that the method cannot reject the null hypothesis,
givenv. In other words,pfix is the probability that the set of observations is labelled as
belonging to a fixed object. This probability may subsequently be plotted as a function
of the velocity, facilitating visual comparison of the methods. The ideal plot would be
similar to aδ-function, such that the null hypothesis accepted if and only if v = 0:

pfix,ideal(v) =
{

1 for v = 0
0 for v 6= 0

Because of random measurement errors, such an ideal plot cannot be achieved.
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The tool scales the velocityv according to the observational errorσ , which, as mentioned
above, is assumed to be the same for all observation in a set. In figures 5.1 to 5.8 the
simplified timing ti = i (in seconds) is used. Figures 5.10 and 5.11 are based on the
transit times for Gaia’s preceding field of view (see table 4.1).

5.4 Non-parametric Tests

This section describes two tests for motion. Both are independent of the distribution of
the residuals, and are thus said to be non-parametric. We only assume that, under the
null hypothesis, each positional error is independent and identically distributed. The tests
make no use of the relative measurement times, only the orderin which the position
measurements are made.

Successive Squared Differences

Under the null hypothesis (i.e., assuming the object is fixedin the sky), letx1, x2, . . . , xN

denote a series ofN independent and identically distributed elements, with meanµ and
varianceσ 2. The expected value of the square of the difference between any two elements
xi andx j , i 6= j , is:

E
(

(

xi − x j
)2
)

= E
(

x2
i + x2

j − 2xi x j

)

= 2
(

E
(

x2
i

)

− (E (xi ))
2
)

= 2σ 2,

where the definition of variance is used: Var(x) = E
(

(x − E (x))2) = E
(

x2
)

− (E (x))2.
In short, half the squared distance is expected to equal the variance. We now pair element
i with its neighbour, elementi + 1, for i = 1, 2, . . . , N − 1. Half the average of the
squared distance between the neighbours in each of theN − 1 pairs, is also expected to
equal the variance. We write this as

E
(

q2 (N)

)

= σ 2 , (5.2)

where

q2(N) = 1

2(N − 1)

N−1
∑

i=1

(xi+1 − xi )
2 .

The test statistic is the ratio ofq2(N) to the variance:

γSD(N) = q2(N)

S2(N)
,
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where the variance is expressed as an unbiased sample variance estimate:

S2(N) = 1

N − 1

N
∑

i=1

(xi − x̄)2 ,

and wherēx is the estimated mean:

x̄ = x̄(N) = 1

N

N
∑

i=1

xi

Because the expected value of the variance estimateS2 equals the varianceσ 2, the ex-
pected value of the test statisticγSD(N), under the null hypothesis, would be 1, as seen
from (5.2). Conversely, if there was a trend, one would expect an element to be, on the
average, closer to its neighbouring element than to the mean, and thus, the test statistic
γSD(N) would be less than 1.

By calculating the test statisticγSD(N) and comparing it to a threshold value, one may
estimate whether or not the object in question was moving at the time of observation. If
the test statistic exceeds the threshold value, the null hypothesis cannot be rejected and
the object is assumed to be fixed. The threshold value may be determined from statistical
tables or computed using, e.g., a Monte Carlo method.

This method has some interesting asymptotic properties forlarge sample sizes, but since
the sample size never exceeds twelve elements in this application, the reader is referred to
[Aïvazian 1978], where the method is described underle critére des carrés des différences
successives.

Figure 5.1 showspfix as a function of the velocityv for the method of successive squared
differences. The method has been calibrated such thatpI = 4.5%. This seemingly arbi-
trary value is caused by a limitation inherent in the Mann-Kendall method, described in
the next section.

Mann-Kendall

The Mann-Kendall method is based on Kendall’sτ statistic, described in [Kendall 1938],
used as a measure of correlation in a bivariate population. If we treat the element number
(1,2,3,4,...) as one of the variables, and the time-orderedposition observations as the
other variable, then the correlation between the two populations can be considered as an
indication of a trend.

Under the null hypothesis, i.e., when the observations are independent and identically
distributed, a positive or negative sign of the difference between any unique pair of ob-
servations is expected to be equally likely. This observation forms the basis of the Mann-
Kendall test [Mann 1945]. The test statistic of this test is:
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Figure 5.1: The probability that an object, moving at velocityv, is labelled as fixed. Based
on twelve observations and calibrated such thatpI = 4.5%. For velocitiesv ≥ 0.47σ/s, the
probability of erroneously labelling an object as fixed,pII , is less than 5%. From [Wolff 2005-III].

γMK (N) =
N
∑

i=2

i−1
∑

j =1

sign(Xi − X j )

where

sign(z) =







−1, z < 0
0, z = 0
1, z > 0

Ignoring the possibility of identical observations (Xi = X j , i 6= j ), the mean and variance
of the test statistic may be derived as follows:

Introducing the variableYi j , defined fori > j , as

Yi j =
{

1, Xi > X j

−1, Xi < X j

Under the null hypothesis,Yi j is equally likely to be 1 or−1 and thereforeE(Yi j ) = 0
andE(Y2

i j ) = 1. The mean of the test statisticγMK (N) is

E(γMK (N)) = E





N
∑

i=2

i−1
∑

j =1

Yi j



 = 0
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The variance may be found by evaluating

Var(γMK ) = E
(

γ 2
MK

)

− (E (γMK ))2 = E
(

γ 2
MK

)

= E





∑

i> j ,i ′> j ′
Yi j Yi ′ j ′



 (5.3)

This is may be done by splitting up the sum into six cases:

Case no. Property No. of terms
1 i , j , i ′, j ′ all distinct

(N
2

)(N−2
2

)

2 i = i ′, j = j ′ (N
2

)

3 i = i ′, j 6= j ′ 2
(N

3

)

4 i 6= i ′, j = j ′ 2
(N

3

)

5 i > j = i ′ > j ′ (N
3

)

6 i ′ > j ′ = i > j
(N

3

)

Summing the number of terms yields1
4 N2(N −1)2 as expected, the total number of terms

in the sum (5.3).

Case 1. i , j , i′, j ′ all distinct. By independence,E
(

Yi j Yi ′ j ′
)

= 0. Total contribution is
zero.

Case 2. i= i ′, j = j ′. In this case,E
(

Yi j Yi ′ j ′
)

= 1. Since this happens in
(N

2

)

= N(N−1)
2

terms, the total contribution isN(N−1)
2 .

Case 3. i= i ′, j 6= j ′. If and only if Xi is either greater than or less than bothX j and
X′

j , thenYi j Yi ′ j ′ = 1. The probability of this, under the null hypothesis, is2
3. Therefore,

E
(

Yi j Yi ′ j ′
)

= (+1)2
3 + (−1)1

3 = 1
3. Since the number of terms of this case equals 2

(N
3

)

,

the contribution is2
3

(N
3

)

.

Case 4. i 6= i ′, j = j ′. This case is similar to case 3. The contribution is2
3

(N
3

)

.

Case 5. i> j = i ′ > j ′. If and only if X j is betweenXi andX′
j , thenYi j Yi ′ j ′ = 1. The

probability of this, under the null hypothesis, is1
3. Therefore,E

(

Yi j Yi ′ j ′
)

= (+1)1
3 +

(−1)2
3 = −1

3. Since the number of terms of this case equals
(N

3

)

, the contribution is

−1
3

(N
3

)

.

Case 6. i′ > j ′ = i > j . This case is similar to case 5. The contribution is−1
3

(N
3

)

.
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Summing the total contributions of each case gives the variance ofγMK (N) according to
(5.3):

Var(γMK (N)) = E





∑

i> j ,i ′> j ′
Yi j Yi ′ j ′



 = 0+ N(N − 1)

2
+2

3

(

N

3

)

= N(N − 1)(2N + 5)

18

For large sample sizes, the test statistic converges to a normal random variable under the
null hypothesis [Mann 1945]. The test statistic divided by the square root of its variance
isN (0, 1)-distributed, which leads to the easy determination of a suitable threshold.

For smaller values ofN, as is the case in the present problem, the thresholds can be found
in statistical tables or computed using, e.g., Monte Carlo methods. These small values of
N also lead to an additional difficulty using this method: Since the test statistic can only
take on values−N(N − 1)/2, −N(N − 1)/2 + 2, . . . ,N(N − 1)/2− 2, N(N − 1)/2, it
is not possible to test against arbitrary levels of confidence. For example, forN = 8, the
double sided test|γMK (N)| < α has confidence levels 98.6%, 96.9%, 93.9% and 89.2%
for α equal to 18, 16, 14 and 12, respectively. Testing against a 95% confidence level is
thus not possible forN = 8. The use of the Mann-Kendall test for an observation set of,
say, N = 2 observations, is also of little value, since, in this case,the test statistic will
only assume the valuesγMK (2) = ±1. This limited threshold resolution is the reason for
the apparently arbitrary levels of confidence ofpI = 4.5% andpI = 8.3% in figures 5.1
to 5.8.

Figure 5.2 showspfix as a function of the velocityv for the method of successive squared
differences and the Mann-Kendall method. The latter performs significantly better at
intermediate velocities.

5.5 Parametric Tests

In the following sections, the residuals are assumed to be distributed according to normal
law with meanµ = 0 and constant varianceσ 2

i = σ 2. The first test compares the
bias-corrected sample variance to the expected variance, and, similar to the previous two,
ignores any details about the specific measurement times, using only the ordering of the
measurements. The second test fits the measurement data to a straight linexi = a + bti
and subsequently tests whether the slopeb (being a velocity estimate) is significantly
different from zero.

Variance Ratio

This test is based on the ratio of the empirical variance,S2, to the expected variance,
i.e., the expected position standard deviation squared. Ifthe observed variance (the em-
pirical variance) can be explained by the expected variancealone, no trend is observed.
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Figure 5.2: The probability that an object, moving at velocityv, is labelled as fixed. Based on
twelve observations and calibrated such thatpI = 4.5%. The Mann-Kendall method is the better
method in this case – it is closer to the ideal plot, as described in section 5.3. The probability of
erroneously labelling an object as fixed,pII , is less than 5% forv > 0.36σ/s for the Mann-Kendall
method, whereas in the case of the method of successive squared differences, this is only true for
v > 0.47σ/s. From [Wolff 2005-III].

Conversely, the case of the observed variance exceeding theexpected variance can be
explained by a trend in the series of observations.

Under the null hypothesis, i.e., when the observed varianceis fully explained by the ex-
pected variance,σ 2, it holds that

γχ2(N) = (N − 1)
S2

σ 2
= 1

σ 2

N
∑

i=1

(xi − x̄)2

is distributed according to aχ2(N − 1) law (see e.g., [Kendall & Stuart 1961]). Thus,
testing for a trend may be done by performing a one-sided testof the above statistic
against aχ2(N − 1) distribution.

Figure 5.3 showspfix as a function of the velocityv in a comparison of the method of
successive squared differences, the Mann-Kendall method and the variance ratio method.
The difference between the first and last methods is slight. Compare figure 5.3, based
on twelve observations (e.g., Gaia’s ASM and AF1-AF11), to figure 5.4, based on only
four (e.g., a Gaia set of observations reduced to four observations because of a large
across-scan velocity). Apart from the fact that the velocity needs to be greater to properly
distinguish moving from fixed objects, based on four observations rather than twelve, the
relative performance of the three methods differ significantly between the two figures.
The variance ratio method seems better adapted to coping with modest datasets.
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Figure 5.3: The probability that an object, moving at velocityv, is labelled as fixed. Based
on twelve observations and calibrated such thatpI = 4.5%. The variance ratio appears slightly
inferior to the other methods forv < 0.3σ/s. Exceeding this velocity threshold, it performs
slightly better than the method of successive squared differences. For relatively large velocities,
the performance of the three methods is very similar. From [Wolff 2005-III].

Regression-based Test

A different approach to trend testing may be taken by performing a best fit, in a least-
squares sense, of the observed data onto a straight linexi = a + bti , and subsequently
testing whether the linear coefficient (the slope) can be assumed to be zero. This assumes
that the alternative to the null hypothesis is a linear trend, and not, e.g., a quadratic trend.
In section 5.2 it is shown that this can be safely assumed whendealing with observations
from one field transit.

The linear coefficient (and thus, the velocity) is estimatedas follows:

b̃ =
∑N

i=1(xi − x̄)(ti − t̄)
∑N

i=1(ti − t̄)2
(5.4)

Using this, the test statistic may be written as (see [Kendall & Stuart 1961]):

γR(N) = b̃
√

∑N
i=1(xi −x̄)2−b̃2

∑N
i=1(ti −t̄)2

(N−2)
∑N

i=1(ti −t̄)2

Under the null hypothesis, this can be shown to be distributed according to a Student’s
t-distribution withN − 2 degrees of freedom.
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Figure 5.4: The probability that an object, moving at velocityv, is labelled as fixed. Based on
four observations and calibrated such thatpI = 8.3%. As opposed to figure 5.3, the variance ratio
method is clearly superior (closer to the ideal plot, as described in section 5.3), whereas the method
of successive squared differences and the Mann-Kendall method are almost indistinguishable. In
the case of the variance ratio method,pII is less than 5% forv > 1.75σ/s, whereas for the two
other methods, the velocity must exceed 3σ/s. From [Wolff 2005-III].

Assuming that the observations may be described by a straight line (see section 5.2), the
null hypothesis, i.e., the case of a zero slope, may be testedfor by performing a two-sided
test in a t (N − 2) distribution.

Example4. Given the set ofN = 7 observations(ti , xi ):

i ti xi

1 −3 −2.6
2 −2 −2.2
3 −1 0.9
4 0 1.5
5 1 0.2
6 2 0.4
7 3 3.3

we wish to determine whether or not this series of observations can be as-
sumed to come from a noisy linear process with a non-zero slope. First, we
determinēt , x̄ and, for convenience, we find the value of the sums involved:



72 S. Wolff

t̄ = 0

x̄ = 1.5

7
≈ 0.21

N
∑

i=1

(ti − t̄)2 = 28

N
∑

i=1

(xi − x̄)2 ≈ 25.43

N
∑

i=1

(ti − t̄)(xi − x̄) = 22.2

The slope estimate is:

b̃ =
∑N

i=1(yi − ȳ)(xi − x̄)
∑N

i=1(xi − x̄)2
≈ 22.2

28
≈ 0.79

The test statistic is:

γR ≈ 0.79
√

25.43−0.792·28
(7−5)·28

= 3.31

This should be compared with at (7−2) distribution at the required threshold
α. For 7− 2 = 5 degrees of freedom, a selection of confidence intervals for
the Student’s t-distribution is shown in the following table

Level Threshold
95.0% 2.02
97.5% 2.57
99.0% 4.03

In this example, the null hypothesis will be rejected in the case of 95% and
97.5% confidence intervals, but accepted for a 99% confidenceinterval.

△
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The four methods thus far presented are compared in figure 5.5, showingpfix as a function
of the velocityv. The regression-based method appears slightly better thanthe Mann-
Kendall method,pII being less than 5% forv > 0.34σ , as opposed tov > 0.36σ for
the Mann-Kendall method. Comparing figure 5.5, based on twelve observations, to figure
5.6, based on only four, it is perhaps surprising that the regression-based method, despite
being the only method that includes temporal information, fares as badly as the method
of successive squared differences and the Mann-Kendall method for four observations.
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Figure 5.5: The probability that an object, moving at velocityv, is labelled as fixed. Based on
twelve observations, using transit times defined asti = i (in seconds), and calibrated such that
pI = 4.5%. The regression-based method appears slightly better than the Mann-Kendall method,
pII being less than 5% forv > 0.34σ . For relatively large velocities, the performance of the four
methods is very similar. From [Wolff 2005-III].

Based on figures 5.5 and 5.6, none of the four methods presented thus far is unequivocally
the “best” method. It would seem that the best results would have to come from applying
different methods depending on the number of observations.As a consequence of an
attempt to avoid this relatively complex composite method,and to answer the question of
whether there is a theoretical limit to the quality of a motion detection method, an optimal
motion detection method was developed.

5.6 A New, Optimal, Motion Detection Method

This section presents a new and optimal motion detection method, developed following a
methodology essentially different from the one previouslyemployed, namely attempting
to create an optimal method from the outset. This method, co-developed by C. Henrik-
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Figure 5.6: The probability that an object, moving at velocityv, is labelled as fixed. Based on
four observations, using transit times defined asti = i (in seconds), and calibrated such that
pI = 8.3%. As opposed to figure 5.5, the variance ratio method is clearlysuperior (closer to the
ideal function, as described in section 5.3), whereas, perhaps surprisingly, the regression-based
method fares almost as badly as the remaining two methods. From [Wolff 2005-III].

sen4 and the author, is also described in [Wolff 2005-II] and, forthe simplified case, in
[Henriksen & Wolff 2005].

The following sections describe an optimal technique for categorising groups of observa-
tions in a way that is computationally inexpensive and easy to implement. Initially, we
regard a simplified case having unit time steps and unit variance. This is subsequently
generalised to encompass arbitrary observation times and individual residual variances in
section 5.8.

Introduction and results

This section presents an optimal method of distinguishing fixed and moving objects based
on short-timebase astrometric observations. The method belongs to the class oflikelihood
ratio (LR) tests, using the ratio of two probabilities of the same event under different
hypotheses as a test statistic. The proofs of the results canbe found in the next section. A
generalisation of the method can be found in section 5.8.

When we in the following say that some function is measurable, we understand with re-
spect to the sigma algebra of Borel sets. When we talk about a probability distribution it is
defined on this set. The symbolλ denotes the Lebesgue measure (see, e.g., [Rudin 1988]).

4Department of Mathematics, Technical University of Denmark.
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As in the previous sections, we restrict ourselves to the one-dimensional movement, i.e.,
movement on the real line. Suppose we have exactly two kinds of objects: fixed objects
and uniformly moving objects, moving at constant speedv. It was shown in section 5.2,
that the motion of celestial bodies, observed over short periods of time, may be regarded
as linear.

Changing the indexing, we imagine that we have measured the position of an object at
times 0, 1, . . . , N, thus obtaining a vector ofN+1 measurements. Note, that this equidis-
tant sampling meansti = i . The i th measurement, denotedXi , is the sum of the true
position of the object and an error termǫi , according to (5.1). We assume that the error
termsǫi are independent stochastic variables, each normally distributed with mean 0 and
variance 1, i.e., ǫi ∈ N (0, 1). Since the variance of the error terms are typically well
known (as a function of visual magnitude, see chapter 4), unit variance may be obtained
by appriopriate scaling.

Denote byX0 ∈ R
N+1 the stochastic variable that corresponds to the measured data

of a fixed object. Forv ≥ 0 denote byXv the stochastic variable that corresponds to
data coming from an object moving with velocity−v with probability 1/2 andv with
probability 1/2. Since we do not want to make any assumption on the initial position of
an object, we introduce the stochastic variableYv ∈ R

N , describing relative positions:
We write Xv = (X0

v, X1
v, . . . , XN

v ) and setYv = (Y1
v , . . . , YN

v ) = (X1
v − X0

v, X2
v −

X0
v, . . . , XN

v − X0
v). Then we can compute the density function associated withYv.

Proposition 1. Let n(y) = 1√
2π

exp
(

− y2

2

)

denote the density function of the normal

distribution with meanµ = 0 and varianceσ 2 = 1. The distribution of the stochastic
variableY0 is given by the density function

f0(y) =
∫

R

n(s) n(y1 + s) n(y2 + s) · · ·n(yN + s) ds,

and the distribution ofYv given by the density function

fv(y) = 1

2
f0(y1 − v, y2 − 2v, . . . , yN − Nv)

+1

2
f0(y1 + v, y2 + 2v, . . . , yN + Nv)

The likelihood ratio fv/ f0 is given by

fv(y)

f0(y)
= exp

(

−v2

24
N(N + 1)(N + 2)

)

cosh
(v

2

∑

(2i − N) yi

)

.

The proof of this proposition is in the next section.

We now define the concept of atest. A test is a measurable subsetM of R
N+1, where

we label an object as moving ifX ∈ M and as fixed ifX /∈ M. We say that a testM is
translation invariantif x ∈ M ⇒ x + (τ, τ, . . . , τ ) ∈ M, for all τ ∈ R.
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In the following, we assume that the velocityv is knowna priori. Later we show that the
derived test is independent of the distribution ofv.

To a translation invariant testM we associate a numberpI and an error probability func-
tion Qv(M) = pII (v). As before, the numberpI is the probability that the test commits a
type I error, andQv(M) = pII (v) is the probability that the test commits a type II error,
for an object moving with speedv. More formally, we define

M̃ = {y ∈ R
N | (0, y1, . . . , yN) ∈ M},

pI =
∫

M̃
f0(y) dy,

Qv(M) = pII (v) = 1 −
∫

M̃
fv(y) dy.

Clearly the lower the numberpI and the function valuespII (v) the better the test. The
main result is that there is an optimal test, which we now describe.

The following expression defines an estimator of the (linear) velocity, derived in the next
section:

ṽ(x) = 6

N(N + 1)(N + 2)

N
∑

i=0

(2i − N)xi . (5.5)

This estimator is translation invariant in the sense thatṽ(x + (τ, τ, . . . , τ )) = ṽ(x), for
all τ ∈ R.

Using the velocity estimate (5.5), we define the testKα by

Kα = {x ∈ R
N+1 | |ṽ(x)| ≥ α}. (5.6)

This means that according to this test an object is labelled as moving if the absolute value
of the estimated velocity exceeds some threshold valueα.

Recall thatpI(Kα) is the probability that the testKα commits the mistake of labelling a
fixed object as moving, which is equivalent to the probability of |ṽ| being greater than or
equal toα, givenv = 0:

pI(Kα) = P(|ṽ(x)| ≥ α | v = 0) (5.7)

According to (5.5),̃v(x) is a linear combination of stochastic variables,ṽ(x) =
∑N

i=0 γi xi ,
wherexi ∈ N (P0 + i v, 1). Therefore, the mean and variance ofṽ(x) are:

µṽ =
N
∑

i=0

γi µxi = v

σ 2
ṽ =

N
∑

i=0

γ 2
i σ 2

xi
= 12

N(N + 1)(N + 2)
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Owing to the symmetry aboutv = 0, we may write thatP(|ṽ(x)| ≥ α) = 2 P(ṽ(x) ≥ α),
andpI(Kα) may therefore also be written as:

pI(Kα) = 2P

(

ṽ(x)

σṽ

≥ α

σṽ

)

= 2P

(

z ≥ α

σṽ

)

= 2P(z ≥ u(α)),

wherez is a stochastic variable, distributed according to the standardised normal distribu-
tion: z ∈ N (0, 1).

Suppose we have a maximum acceptable valueδ of pI(Kα). A corresponding value forα
can now be found by solving foru

δ = pI(Kα) = 2P(z ≥ u)

and findingα as follows:

α = u σṽ = u

√

12

N(N + 1)(N + 2)
.

Example5. As an example, suppose we have measured 4 positions, implying N = 3:
x0 = 13.9, x1 = 17.2, x2 = 15.3, x3 = 15.4. The velocity estimate is:

ṽ(x) = 1

10
(−3x0 − 1x1 + 1x2 + 3x3) = 0.26

Supposing we accept 10% type I errors (δ = 0.1), a statistical table yields the
valueu ≈ 1.96, leading to threshold ofα ≈ 0.88. Since|ṽ(x)| ≤ α, this set
of observations is flagged as belonging to a fixed object.

△

As the example shows, the test (5.6) is easy to implement and computationally inexpen-
sive. It is also optimal in the following strong sense.

Theorem 1. Suppose0 < δ < 1. There exists anα such that pI(Kα) = δ and for any
symmetric and translation invariant test M with pI(M) ≤ δ we have Qv(Kα) ≤ Qv(M),
for any velocityv.

Notice thatα does not depend onv. We say that a measureη onR is symmetricif for any
interval I ⊂ R we haveη(I ) = η(−I ). We have the following corollary.

Corollary 1. Fix α. For any symmetric distribution of object velocities, and any transla-
tion invariant test M committing type I errors with probability pI(M) ≤ pI(Kα), the test
M commits type II errors with a probability equal to or greater than that of the test Kα.
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Loosely speaking, (5.7) and the theorem says that for any given probability of type I errors
we choose to accept, there is a testKα that commits this amount of type I errors, and any
other test that performs as well in this regard will commit atleast as many type II errors.

Notice that we can say that the test is optimal without anya priori knowledge of the
velocity distribution except that it be symmetric. This is significant, since in many appli-
cations one typically does not know much about the velocity distribution, except that it is
symmetric.

5.7 Proofs of the results

First, we prove Proposition 1, then we show how the main theorem implies the corollary.
The proofs of the main theorem and the lemma then follow in that order.

We start by proving Proposition 1, beginning with the derivation of f0(y):

When v = 0, the residuals may be expressed asǫi = xi − p, according to (5.1).
Since the residuals are independent and distributed according toN (0, 1), we may express
f0(x0, x1, . . . , xN) as (see [Kendall & Stuart 1961]):

f (x0, x1, . . . , xN) = n(x0 − p)n(x1 − p) · · · n(xN − p)

We now perform the following mapping:















x0

y1

y2
...

yN















=















x0
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x2 − x0
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xN − x0















= A















x0

x1
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xN















The transformation matrixA is easily seen to have a unit determinant, and hence:

f0(x0, y1, y2, . . . , yN) = n(x0 − p)n(y1 + x0)n(y2 + x0) · · · n(yN + x0)

The marginal probability density functionf0(y) = f0(y1, y2, . . . , yN) can be found by
“integrating out”x0 (see [Kendall & Stuart 1961]):

f0(y) =
∫

R

n(s− p)n(y1+s)n(y2+s) · · ·n(yN +s)ds =
∫

R

n(s)n(y1+s) · · · n(yN +s)ds

(5.8)

We continue with deriving the likelihood ratiofv/ f0. Define
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h(y, v) = f0(y1 + v, y2 + 2v, . . . , yN + Nv)

=
∫

R

n(s)n(y1 + v + s) . . . n(yN + Nv + s) ds

=
∫

R

k exp(−as2 − bs− c) ds

where

k =
(

1√
2π

)N+1

a = N + 1

2

b(v) =
N
∑

i=1

(yi + i v)

c(v) = 1

2

N
∑

i=1

(yi + i v)2

Performing the integration yields

h(y, v) = k

√

π

a
exp(d(v)) ,

where

d(v) = b(v)2

4a
− c(v).

Since f0(y) = h(y, 0) and fv(y) = 1
2 (h(y, v) + h(y, −v)) because of the symmetric

velocity distribution, the ratiofv/ f0 is equal to:

fv(y)

f0(y)
= 1

2

h(y, v) + h(y, −v)

h(y, 0)

= 1

2

exp(d(v)) + exp(d(−v))

exp(d(0))

Observe, thatd(v) may be written as a quadratic polynomial inv: d(v) = lv2 + mv + n,
where
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l =

(

∑N
i=1 i

)2

4a
−
∑N

i=1 i 2

2
= − 1

24
N(N + 1)(N + 2),

m =

(

∑N
i=1 yi

) (

∑N
i=1 i

)

2a
−

N
∑

i=1

iyi = −1

2

N
∑

i=1

(2i − N) yi ,

n =

(

∑N
i=1 yi

)2

4a
−
∑N

i=1 y2
i

2
.

This means the ratiofv/ f0 may be written as

fv(y)

f0(y)
= 1

2

exp(lv2 + mv + n) + exp(lv2 − mv + n)

exp(n)

= exp(lv2) cosh(−mv)

= exp

(

−v2

24
N(N + 1)(N + 2)

)

cosh

(

v

2

N
∑

i=1

(2i − N) yi

)

.

A large numerical value of the ratiofv/ f0 indicates that the object is likely to be moving.
Conversely, a small absolute value indicates that the object is likely to be fixed. Sincev
andN are known constants and cosh(x) increases as|x| increases, the magnitude of the
ratio fv/ f0 depends monotonically on the magnitude of

∑N
i=1(2i − N)yi . Expressing this

usingxi rather thanyi :

N
∑

i=1

(2i −N)yi =
N
∑

i=1

(2i −N)(xi −x0) =
N
∑

i=0

(2i −N)xi −x0

N
∑

i=0

(2i −N) =
N
∑

i=0

(2i −N)xi ,

since
∑N

i=0(2i − N) = 2
∑N

i=0 i − N(N+1) = 0. Usingti = i implied by the equidistant
sampling, the expected value of this sum is:
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E

(

N
∑

i=0

(2i − N) xi

)

= E

(

N
∑

i=0

(2i − N) (P0 + vti + ǫi )

)

(5.9)

= E

(

v

N
∑

i=0

(2i − N) i

)

+ E

(

P0

N
∑

i=0

(2i − N)

)

(5.10)

+E

(

N
∑

i=0

(2i − N) ǫi

)

(5.11)

= v
N(N + 1)(N + 2)

6
+ 0 + 0 (5.12)

This shows, that if the sum
∑N

i=0(2i −N)xi is scaled by 6/ (N (N + 1) (N + 2)), we have
an unbiased estimator ofv. Its translation invariance is seen from

∑N
i=0(2i − N) = 0, as

shown above. We have now derived the velocity estimate (5.5):

ṽ = 6

N(N + 1)(N + 2)

N
∑

i=0

(2i − N)xi

This scaling does not affect the test in any way. It does, however, furnish a physical
interpretation of the test: For large numerical values of the velocity estimator, it is likely
that the object is moving, and vice versa. This could hardly be more intuitive. However,
it is important to stress, that this intuition is not the origin of the test. The origin is the
ratio of the probability density functionsfv to f0, the likelihood radio.

Using Lagrange multipliers, it is straight-forward to showthat (5.5) has minimum vari-
ance among all translation invariant, linear, unbiased velocity estimators. The general
formulation for a linear velocity estimator is:

ṽ =
N
∑

i=0

αi xi (5.13)

Becauseσ 2 = 1, the variance is

Var(ṽ) =
N
∑

i=0

α2
i . (5.14)

To ensure that (5.13) is translation invariant, we impose:

N
∑

i=0

αi = 0 (5.15)
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Furthermore, we impose the following to ensure an unbiased estimator:

N
∑

i=0

i αi = 1 (5.16)

If a function f : A → R has an extremum atu ∈ A◦ and f is differentiable inu,
then∇ f (u) = 0. Introducing the two constraints (5.15) and (5.16) using the Lagrangian
multipliersλ1 andλ2, respectively, we can minimise (5.14) by solving:

0 = ∂

∂αi

(

Var(ṽ) + λ1

N
∑

i=0

αi + λ2

N
∑

i=0

i αi

)

m
0 = 2αi + λ1 + i λ2 (5.17)

for i = 0, 1, . . . , N. Adding (5.17) fori = 0, 1, . . . , N, and using (5.15) yields:

0 = 2
N
∑

i=0

αi +
N
∑

i=0

λ1 +
N
∑

i=0

i λ2

m

0 = 0 + (N + 1) λ1 + N
N + 1

2
λ2 (5.18)

By multiplying (5.17) byi before adding fori = 0, 1, . . . , N yields an expression we can
reduce using (5.16):

0 = 2
N
∑

i=0

i αi +
N
∑

i=0

i λ1 +
N
∑

i=0

i 2λ2

m

0 = 2 + N
N + 1

2
λ1 + N

(N + 1) (2N + 1)

6
λ2 (5.19)

By simultaneously solving (5.18) and (5.19) for(λ1, λ2), we get:

{

λ1 = 12
(N+1)(N+2)

λ2 = − 24
N(N+1)(N+2)

Inserting these values forλ1 andλ2 in (5.17) yields:
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αi = −1

2
(λ1 + i λ2) = 6

N (N + 1) (N + 2)
(2i − N)

Subsequently inserting these values forαi in (5.13) yields the velocity estimator in (5.5),
proving that, among all linear, translation invariant, unbiased velocity estimators, (5.5)
has minimum variance.

Before proving the main theorem, we show how it implies the corollary. Let M be an
arbitrary translation invariant test committing type I errors with probability pI(M) ≤
pI(Kα). We must show that the testM commits type II errors with a probability equal to
or greater than that of the testKα. DefineM̃ = {y ∈ R

N | (0, y1, . . . , yN) ∈ M}. SinceM
is translation invariant we havex ∈ M ⇔ y ∈ M̃ wheny = (x1−x0, . . . , xN−x0). Define
in a similar way the set̃Kα from Kα. Let η be the symmetric probability measure onR

given the distribution of velocities among moving objects.Define a probability measure
µ on the non-negative reals by lettingµ(U) = η(U ∪ −U), for each measurable subset
U ⊂ [0, ∞). If X denotes the measured positions of a randomly chosen moving object
thenY = (X1 − X0, . . . , XN − X0) has the density functiong(y) =

∫∞
0 fv(y) dµ(v).

We now introduceQ(M) andQ(Kα), the probabilities that the testsM andKα, respec-
tively, commit type II errors. These probabilities depend on the velocity distribution rather
than on thea priori knowledge of the object velocity, which was the case withQv(M).

To prove the corollary, we need to prove thatQ(M) ≥ Q(Kα):

Q(M) = 1 −
∫

M̃

∫ ∞

0
fv(y) dµ(v) dλ(y)

= 1 −
∫ ∞

0

∫

M̃
fv(y) dλ(y) dµ(v)

= 1 −
∫ ∞

0
1 − Qv(M) dµ(v).

According to the theorem,Qv(Kα) ≤ Qv(M), so

Q(M) = 1 −
∫ ∞

0
1 − Qv(M) dµ(v)

≥ 1 −
∫ ∞

0
1 − Qv(Kα) dµ(v)

= 1 −
∫ ∞

0

∫

K̃α

fv(y) dλ(y) dµ(v)

= 1 −
∫

K̃α

∫ ∞

0
fv(y) dµ(v) dλ(y)

= Q(Kα).
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That we can exchange the order of integration follows from Tonelli’s Theorem. We have
finished the proof of the corollary.

The proof of the theorem hinges on the following lemma:

Lemma 1. Let f, g : R
n → R be non-negative representatives of L1 functions such

that
∫

f dλ =
∫

g dλ = 1. Define Aβ = {y | f (y) ≥ βg(y)}, for β ≥ 0. Then the
set Aβ has the following extremal property: For any measurable subset B ⊂ R

N with
∫

B g dλ ≤
∫

Aβ
g dλ we have

∫

B f dλ ≤
∫

Aβ
f dλ.

Equipped with this lemma, the proof of the theorem is straight-forward. Letδ be given
and letα be chosen such thatpI(Kα) = δ. Such anα exists due to continuity. LetM
be an arbitrary translation invariant test with a probability of type I errorspI(M) less
than or equal topI(Kα), the probability of type I errors ofKα for some fixedα. We
must show that forM the probability of type II errors is greater than or equal to the
corresponding probability forKα. We havepI(M) =

∫

M̃ f0 dλ, andpI(Kα) =
∫

K̃α
f0 dλ,

so by assumption
∫

M̃
f0 dλ ≤

∫

K̃α

f0 dλ. (5.20)

By Proposition 1

fv(y)

f0(y)
= exp

(

−v2

24
N(N + 1)(N + 2)

)

cosh
(v

2

∑

(2i − N) yi

)

Now,
∑N

i=1(2i − N)yi =
∑N

i=0(2i − N)xi , and it follows that the set̃Kα is equal to
Aβ = {y | fv(y) ≥ β f0(y)}, for someβ = β(α). By the lemma and (5.20) we have that

∫

M̃
fv dλ ≤

∫

Aβ

fv dλ =
∫

K̃α

fv dλ

which concludes the proof of the theorem.

All that remains is to prove the lemma. First note that
∫

Aβ∩B
g dλ +

∫

B\Aβ

g dλ =
∫

B
g dλ ≤

∫

Aβ

g dλ =
∫

Aβ∩B
g dλ +

∫

Aβ\B
g dλ.

It follows that
∫

B\Aβ

g dλ ≤
∫

Aβ\B
g dλ.
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We compute

∫

Aβ\B
f dλ ≥

∫

Aβ\B
βg dλ ≥

∫

B\Aβ

βg dλ ≥
∫

B\Aβ

f dλ

Adding
∫

Aβ∩B f dλ on both side of the inequality we see that
∫

Aβ
f dλ ≥

∫

B f dλ, which
ends the proof of the lemma.

Figures 5.7 and 5.8 show the relative performance of each of the five tests presented in
this chapter. The optimal method performs better than the other tests: It is closer to the
ideal curve, as described in section 5.3. This was to be expected, because it is optimal
among all symmetric and translation invariant methods according to corollary 1, proved
above.

Thus far, we have assumed transit times (in seconds) described byti = i . For the fifth,
optimal, method, we have assumed a constant position standard deviation of unity,σi =
σ = 1. The following section will generalise the optimal methodto enable arbitrary
transit times and position standard deviation.
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Figure 5.7: The probability that an object, moving at velocityv, is labelled as fixed. Based on
twelve observations, using transit times defined asti = i (in seconds), and calibrated such that
pI = 4.5%. The optimal method appears slightly better (closer to the ideal function, as described
in section 5.3) than the regression-based method,pII being less than 5% forv > 0.30σ/s in the
case of the former, as opposed the latter, requiringv > 0.34σ/s for this to be true. See figure 5.10
for a similar example using Gaia transit times. From [Wolff 2005-II].
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Figure 5.8: The probability that an object, moving at velocityv, is labelled as fixed. Based on
four observations, using transit times defined asti = i (in seconds), and calibrated such that
pI = 8.3%. As expected, the optimal method is superior (closer to the ideal function, as described
in section 5.3) to even the variance ratio method. In the caseof the former,pII is less than 5%
for v > 1.5σ/s, whereas the latter requiresv > 1.75σ/s for this to be true. See figure 5.11 for a
similar plot using Gaia transit times. From [Wolff 2005-II].

5.8 Generalising the results

In this section, we will be generalising the one-dimensional simplified case ofti = i
andσ 2

i = 1 to arbitrary sampling times and variances. The derivationwill be analogu-
ous to the derivation of the simplified case, leading to the recycling of several variables
to facilitate the transition. As an implication of this analogy, the proofs of optimality
and independence of velocity distribution shown in the previous section also hold for the
generalised case.

As in the previous section, the speed is initially assumed tobe known, and any direction
of motion,+|v| or −|v| is assumed to be equally likely. The probability density function
of a random variableX ∈ N (µ, σ 2) is

f (x) = 1

σ
n

(

x − µ

σ

)

wheren(x) is the probability density function of a random variable distributed according
to N (0, 1). Rewriting (5.1) asǫi = xi − vti − P0, the marginal probability distribution,
given the velocityv, is (cf. (5.8)):
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h(y − vt) =
N
∏

i=0

(

1

σi

)
∫

R

n

(

s

σ0

)

n

(

y1 − vt1
σ1

)

n

(

y2 − vt2
σ2

)

· · · n

(

yN − vtN

σN

)

ds

=
N
∏

i=0

(

1

σi

)∫

R

(

1√
2π

)N+1

exp
(

−as2 − bs− c
)

ds (5.21)

where

a = 1

2

N
∑

i=0

1

σ 2
i

(5.22)

b =
N
∑

i=1

yi − vti
σ 2

i

(5.23)

c = 1

2

N
∑

i=1

(

yi − vti
σi

)2

(5.24)

Performing the integration in (5.21) yields:

h(y − vt) =
N
∏

i=0

(

1

σi

)(

1√
2π

)N+1√
π

a
exp

(

b2

4a
− c

)

(5.25)

where

b2

4a
− c =

(

∑N
i=1

yi −vti
σ 2

i

)2

2
∑N

i=0 σ−2
i

− 1

2

N
∑

i=1

(

yi − vti
σi

)2

=

(

∑N
i=1

yi

σ 2
i

)2

+ v2
(

∑N
i=1

ti
σ 2

i

)2

− 2v

(

∑N
i=1

yi

σ 2
i

)(

∑N
i=1

ti
σ 2

i

)

2
∑N

i=0 σ−2
i

−1

2

N
∑

i=1

y2
i

σ 2
i

− v2

2

N
∑

i=1

t2
i

σ 2
i

+ v

N
∑

i=1

yi ti
σ 2

i

= lv2 + mv + n (5.26)

We introduce the following short-hand notation:
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91 =
∑N

i=0
1
σ 2

i
9t =

∑N
i=1

ti
σ 2

i
9y =

∑N
i=1

yi

σ 2
i

9yt =
∑N

i=1
yi ti
σ 2

i
9t2 =

∑N
i=1

t2
i

σ 2
i

9y2 =
∑N

i=1
y2

i

σ 2
i

Note, that9y2 in general is different from92
y = 9y9y. We may now writel , m andn

from (5.26) as:

l = 92
t

291
− 1

2
9t2

m = 9yt − 9y9t

91

n =
92

y

291
− 1

2
9y2

We are now ready to express the ratio of the probability density functions fv/ f0:

fv
f0

=
1
2h(y − vt) + 1

2h(y + vt)

h(y)

= 1

2

exp(lv2 + mv + n) + exp(lv2 − mv + n)

exp(n)

= exp(lv2) cosh(mv) (5.27)

As seen before, the magnitude of the probability density ratio depends on the magnitude
of m. We writem as a linear combination of the elements ofy:

m = 9yt − 9y9t

91

=
N
∑

i=1

yi ti
σ 2

i

−
N
∑

i=1

yi

σ 2
i

9t

91

=
N
∑

i=1

yi

(

ti
σ 2

i

− 9t

σ 2
i 91

)

Sinceyi = xi − x0 = vti + ǫ1 − ǫ0, the expected value ofm is:



Near Earth Objects 89

E(m) = E

(

N
∑

i=1

yi

(

ti
σ 2

i

− 9t

σ 2
i 91

))

= E

(

N
∑

i=1

(vti + ǫ1 − ǫ0)

(

ti
σ 2

i

− 9t

σ 2
i 91

))

= vE

(

N
∑

i=1

ti

(

ti
σ 2

i

− 9t

σ 2
i 91

))

= v

(

9t2 − 92
t

91

)

Thus, by scaling appropriately, we have a velocity estimate:

ṽ = m

9t2 − 92
t

91

= 919yt − 9y9t

919t2 − 92
t

= 1

919t2 − 92
t

N
∑

i=0

xi
91ti − 9t

σ 2
i

(5.28)

As before, this scaling is merely done to assist in the understanding of the test.

To show that this velocity estimate is the most efficient (hasthe least variance) among
all translation invariant, unbiased estimators, we will compute the most efficient velocity
estimate and show that it equals (5.28), in analogy with the simplified case.

The general form of a linear velocity estimate is:

ṽ =
N
∑

i=0

αi xi =
N
∑

i=0

αi (vti + p + ǫi ) (5.29)

The variance of which is:

Var(ṽ) =
N
∑

i=0

α2
i σ

2
i

The expected value is:

E(ṽ) = E

(

N
∑

i=0

αi (vti + p + ǫi )

)

= v

N
∑

i=0

αi ti + p
N
∑

i=0

αi

To make sure the estimator is translation invariant, the second term on the right hand side
must be zero for anyp, so:
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N
∑

i=0

αi = 0

An unbiased estimator is defined as having an expected value equal to the value it esti-
mates, so E(ṽ) = v. We ensure this property by imposing the following constraint:

N
∑

i=0

αi ti = 1

As before, we introduce two Lagrange multipliersλ1 andλ2. The following must now
hold for i = 0, 1, 2, . . . , N:

0 = ∂

∂αi

(

Var(ṽ) + λ1

N
∑

i=0

αi + λ2

N
∑

i=0

αi ti

)

m
0 = 2αi σ

2
i + λ1 + λ2ti

m

0 = 2αi + λ1
1

σ 2
i

+ λ2
ti
σ 2

i

(5.30)

Summing (5.30) overi = 0, 1, 2, . . . , N yields:

0 = 2
N
∑

i=0

αi + λ1

N
∑

i=0

1

σ 2
i

+ λ2

N
∑

i=0

ti
σ 2

i

= λ1

N
∑

i=0

1

σ 2
i

+ λ2

N
∑

i=0

ti
σ 2

i

(5.31)

Multiplying (5.30) byti before summing yields:

0 = 2
N
∑

i=0

αi ti + λ1

N
∑

i=0

ti
σ 2

i

+ λ2

N
∑

i=0

t2
i

σ 2
i

= 2 + λ1

N
∑

i=0

ti
σ 2

i

+ λ2

N
∑

i=0

t2
i

σ 2
i

(5.32)

By simultaneously solving (5.31) and (5.32) for(λ1, λ2), we get:







λ1 = 29t

919t2−92
t

λ2 = − 291
919t2−92

t

Inserting these in (5.30) and solving forαi yields:
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αi = 91ti − 9t

σ 2
i

(

919t2 − 92
t

)

When inserting this expression forαi in (5.29), we get the same velocity estimator as in
(5.28). This shows that (5.28) is the velocity estimate having minimum variance among
all linear, translation invariant, unbiased velocity estimates.

A least-squares estimator, such as the velocity estimator in the regression-based approach
(5.4), also has minimum variance [Kendall & Stuart 1961]. Itis straight-forward to show
that (5.29) reduces to (5.4) for constant varianceσ 2

i = σ 2.

Insertingti = i andσi = 1 in the general formulation, one obtains the simplified test
based on the velocity estimate in (5.5).

5.9 Discussion

Figures 5.10 and 5.11 show the performance of each of the five tests for transit times cor-
responding to the Gaia preceding field of view, see table 4.1.Because the new method is
optimal, not just among linear methods, but among all symmetric and translation invariant
methods, it is expected to perform better than the four othermethods. In both the case of
four and the case of twelve observations, this is the case. The improvement, compared
with the other methods, is not dramatic, thus attesting to the quality of the other meth-
ods. However, knowing that the method is optimal provides the advantage of needing
only one method, instead of using one method or another, depending on the number of
observations.

The optimal method is general in the sense that it is not limited to treating data from the
Astro telescopes, or even to Gaia data. It can be used for the task of reducing the number
of observations before attempting to link them when computing orbits. It can also be
used as a NEO detection strategy in the method for NEO observation using the Spectro
instrument, described in section 4.7.

Unlike the Mann-Kendall method, the optimal method enablesthe user to choose an ar-
bitrary confidence level. Unlike both the Mann-Kendall method (because of its integer
statistic) and the regression-based method (because of thet (n − 2) distribution required),
the optimal method can provide meaningful results for sets of observations containing as
few as two observations.

We now return to beginning of this chapter, to the original purpose of investigating motion
detection, namely distinguishing between stars and NEOs. We wish to show whether a
fast-moving star, such as Barnard’s Star, is detected as a moving object. The inertial
speed wasv = 3 × 10−4 mas/s and the single-CCD position standard deviation was
σ = 0.04 mas. Looking at figure 5.10 forv = 7.5× 10−3σ/s, it is clear that this velocity
is so low, that Barnard’s Star will be treated like any fixed star.
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With NEOs, moving much faster (see figure 5.9), things are different. Assume a near
Earth object, moving in the along-scan direction atv = 3.5 mas/s. Because of this low
speed, it is observed in all of the astrometric fields. Assumingσ = 7 mas, the velocity is
v = 0.5σ/s. Referring to figure 5.10 we see, that this NEO is almost certain to be labelled
a moving object:v = 0.5σ/s is off the chart!

Let us consider a faster NEO. Assume a motion in the along-scan direction atv = 10
mas/s and, because of this greater speed, we assume the position standard deviation is
larger than in the previous example:σ = 10 mas. Because of the speed, we only obtain
four observations according to table 4.3, in the ASM, AF1, AF2 and AF3. Looking up
v = 1σ/s in figure 5.11, we see that this object also almost certainlywill be correctly
labelled a moving object.
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|v| / (mas/s)

NEO inertial speed

Figure 5.9: The inertial speed of observations of the synthesised NEO population, generated using
the simulator described in section 4.4. Less than 0.5% of the observations come from objects
moving at|v| = 2 mas/s or slower. Only the fastest of these objects will escape confirmation, and
thus observation, in Gaia’s AF1. See table 4.3.

5.10 Detecting Motion in Gaia Observations

This section deals with the application of the optimal motion detection method to sim-
ulated Gaia observations. Because Gaia position data is two-dimensional, and all the
methods described above, including the optimal method, areone-dimensional, we need
a solution that enables the use of a one-dimensional method to detect motion in two-
dimensional data. One way of overcoming this problem is to use the motion detection
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Figure 5.10: The probability that an object, moving at velocityv, is labelled as fixed. Based
on twelve observations, using transit timesti corresponding to the Gaia PFOV (table 4.1), and
calibrated such thatpI = 4.5%.
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Figure 5.11: The probability that an object, moving at velocityv, is labelled as fixed. Based on
four observations in Gaia’s preceding field of view (ASM1, AF1, AF2, AF3), using the transit
times from table 4.1, and calibrated such thatpI = 8.3%.

method on the positions along each of the dimensions in turn,and flag an object as fixed
if and only if none of the tests indicate motion.

The results of applying this method to simulated observations of NEOs, at differentpI

levels (pI being the probability of committing a type I error, i.e., that a fixed object is
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labelled as moving), is shown in table 5.1. This shows that even at apI level of 0.01%,
only 0.084% of the NEO observations were not detected as coming froma moving source.
Assuming all stars are fixed stars (see section 5.9 for stellar motion), thispI level means
that 99.99% of all observations of stars are rejected, but only 0.084% of the simulated
NEO observations.

AL AC pI = 10% pI = 2% pI = 0.1% pI = 0.01%
Yes Yes 90.063% 86.387% 80.118% 75.967%
Yes No 8.057% 11.295% 16.805% 20.404%
No Yes 1.857% 2.279% 3.008% 3.545%
No No 0.023% 0.038% 0.069% 0.084%

Table 5.1: Motion detection on simulated Gaia observations of NEOs. The probability of a fixed
object being labelled as moving, is denoted bypI . The first two columns indicate whether or not
motion was detected in the AL and AC directions, respectively. This shows that even at apI level
of 0.01%, only 0.084% of the NEO observations were not detected as coming froma moving
source.

Although this method of combining the result of two one-dimensional tests provides a
very efficient way of distinguishing between observations of stars and observations of
NEOs, it is not necessarily optimal. An optimal method for two-dimensional motion
detection is one of the entries in the list of obvious directions of future work (see section
7.2).

5.11 Velocity Estimation

Unlike traditional observation of the motion of celestial objects, Gaia observations will,
for each field of view transit, provide both a very accurate position and velocity. Mak-
ing the best possible use of this added information is a challenge to the field of orbit
computation in the time to come.

This section, deviating slightly from motion detection as such, deals with the velocity
estimate appearing as a side effect of both the optimal method described above (equation
(5.29)) and the least-squares approach of the regression-based method (equation (5.4)).

As shown earlier, these two velocity estimates are identical for constant varianceσ 2
i = σ 2.

Receiving such an estimate “for free”, it is only natural to explore the quality ofṽ as a
velocity estimator.

Simulating Gaia’s observations of the 2000 first Main Belt asteroids and the simulated
population of NEOs for the full five-year mission duration, and estimating the along-scan
velocity for each field crossing, we compare the velocity estimate with the actual (simu-
lated) object velocity and plot the corresponding velocityestimate errors as a function of
actual velocity. This can be seen in figures 5.12 and 5.13.
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Figure 5.12: NEO velocity fit errors. Only observations from the preceding field of view are
shown. RMS(vAL ) = 15.6 mas/s. RMS(1vAL ) = 0.49 mas/s. From [Wolff 2004].

The figures show data from the preceding fields of view only, and only display sets of
observations consisting of more than two observations. Thecritical velocities of table 4.3
are evident: No sets of observations containing more than three observations occur for
|vAL | > 15.2 mas/s, because an object moving at that velocity will not beobserved in
AF2-AF10 in the preceding field of view. Similarly, no sets ofobservations containing
more than four observations occur for|vAL | > 10.7 mas/s.

Assume a NEO is observed, moving at|vAL | = 13 mas/s. This along-scan velocity rules
out observations in AF3-AF10 (see table 4.3). If we assume the across-scan velocity is
|vAC| = 25 mas/s, this will cause the object to not be observed in AF11, either. This
particular object will yield a set of three observations, from the ASM, the AF1 and the
AF2, implying a very short timebase, thus resulting in a poorvelocity estimate. This
explains the apparent drastic deterioration in velocity estimates for three-observation sets
as the speed falls below 15.2 mas/s (figure 5.12).

Keen eyes may detect that the plots exhibit a few apparently wrong measurements, e.g.,
having a set of four observations of an object having an along-scan velocity|vAL | >

15.2 mas/s, which should never occur. These blemishes are caused by a limitation in the
version of the Gaia simulator used (see section 4.4). The angle describing the orientation
of Gaia’s scan circle is approximated by a constant for each set of observations. However,
since the simulator works in time steps, if a set of observations happens to straddle the
transition from one time step to the next, a step in the orientation angle may be recorded.
When using this recorded orientation angle along with the recorded ecliptic coordinates
to obtain the observed position with respect to the scan circle, the step in the orientation
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Figure 5.13: Asteroid velocity fit errors. Only observations from the preceding field of view are
shown. RMS(vAL ) = 6.77 mas/s. RMS(1vAL ) = 0.08 mas/s. From [Wolff 2004].

angle leads to inconsistent results. Fortunately, this only happens rarely, approximately
one in each thousand sets of observations, and is not regarded as a problem affecting the
results of the examination.

Not easily decipherable from the plots, the accuracy of the velocity estimate from one
field crossing (the RMS of the errors) of the simulated NEO population and that of the
2000 first Main Belt asteroids are:

σvAL ,NEO ≈ 0.6 mas/s

σvAL ,MBO ≈ 0.08 mas/s

This predicts that the velocity of about 95% of the NEOs and Main Belt asteroids can
be determined with an absolute error of less than 1.2 mas/s and 0.16 mas/s, respectively,
based on measurements from a single astrometric field crossing.

Furthermore, these simulations indicate that the relativeerror on the velocity estimation
based on a single crossing is less than 10% for about 80% of thesimulated NEO popula-
tion. For 95% of this population, the relative error on the velocity is less than 30%. As
to the velocity error of the 2000 Main Belt asteroids, 95% of these have a relative error
better than 10%, and 80% better than 2.5%.

Remember, though, that because of the bias in the NEO observations (see section 4.5),
the figures for the NEO population are probably slightly optimistic.



Chapter 6

Orbit Computation

This chapter will provide a brief introduction to orbit computation, covering both classical
approaches as well as modern statistical techniques. The term orbit computationis used
to cover all three aspects into which astrometry has traditionally been divided: Finding a
preliminary orbitto be used for thepredictionof future positions to help obtain additional
observations used to improve the orbital elements to bettermatch all observations, a pro-
cess calledorbit improvement. Orbit computation is usually treated as an inverse problem
– the corresponding direct problem is the prediction of future sky positions of an object.
This chapter mainly deals with finding a preliminary orbit from a few observations. A pre-
liminary orbit is a set ofosculating elementsdescribing the orbit at a certainepoch. If the
universe was a Newtonian two-body system, the osculating elements would remain valid.
However, effects such as perturbations (described in section 6.7) affect orbits, invalidat-
ing the osculating elements over time. Even for an ideal Newtonian two-body “universe”,
the osculating elements may be erroneous owing to observational errors. Therefore, a set
of computed orbital elements is often accompanied by an assessment of the uncertainty
of the orbital parameters. Orbit improvement, the process of reducing the uncertainty by
fitting model parameters to better suit observations, is briefly touched upon in section 6.6.

6.1 Orbital Elements

The orbital elements (figure 6.1) comprise a set of parameters used to refer an orbit to a
standard reference frame. When considering objects orbiting the Sun, it is customary to
use a Sun-centered, orheliocentricreference frame, where the reference plane is that of
the ecliptic. Within the reference plane, the reference line is the direction of the vernal
equinox�. In general, orbital planes do not coincide with the reference plane. The
angle between the reference plane and the orbital plane is called the inclination i. If
0◦ ≤ i ≤ 90◦, the orbit is calledprograde. Conversely, ifi ≥ 90◦, the object appears to
move “backwards”, and the orbit is calledretrograde. The line of intersection between
the orbital plane and the reference plane is called theline of nodes. The point where

97
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Figure 6.1: Orbital elements in the heliocentric reference frame. The Sun is atO, x̂ points toward
the vernal equinox�, andẑ toward the north pole of the ecliptic. The perihelion is denoted byP
and H is the ascending node. The vectorĥ is perpendicular to the orbital plane. The position of
the object on the celestial sphere is given byA. From [Danby 1988].

the orbit passes the reference plane moving north is called the ascending node. The
corresponding point where the orbit moves south through thereference plane is called
the descending node. The angle between the reference direction and the radius vector
to the ascending node is called thelongitude of ascending node, denoted�. The angle
between the ascending node and the perihelion (the point of closest approach to the Sun) is
called theargument of perihelion, denotedω. The sum of the longitude of ascending node
and the argument of perihelion is called thelongitude of perihelion, denoted̟ = �+ω.
Note, that the two angles are generally in two different planes. In general, therefore,̟ is
a “dogleg” angle.

The set of orbital parameters used in this chapter consists of:

a: The semimajor axis

e: The eccentricity of the orbit

i : The inclination of the orbital plane

�: The longitude of ascending node

ω: The argument of perihelion

T : The time of perihelion passage
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6.2 Early Orbit Computation

When an abundance of observations is available, it is possible to determine the orbit of
a celestial body without imposing many restrictions, e.g.,without restricting the orbit to
a conic section. The following method was known and used by Kepler to postulate his
three famous laws of orbital motion, introduced in section 2.3 [Collins 2004].

First, thesiderial period(the time it takes the object to make one full orbit around the
Sun, relative to the stars) of the object must be found. We assume the orbit of the Earth
is well known. The siderial period of the foreign body is found by observing it at some
particular configuration, e.g., observing the object at opposition (when the object and the
Sun are 180◦ apart, as seen from the Earth). The next time the object can beobserved at
opposition, is exactly onesynodic periodlater, i.e., the synodic period is the time it takes
for the object to reappear at the same spot in the sky, relative to the Sun, as observed from
Earth. We denote the synodic period byPsyn. The angular distance travelled by the Earth
is:

1v♁ = 2π
Psyn

P♁

,

whereP♁ denote the siderial period of the Earth. If we denote the siderial period of the
foreign body byPsid, the angular distance travelled can be determined by

1v = 2π
Psyn

Psid
.

Since the configuration is the same, the difference in angular distance travelled must be
2π , and hence:

∣

∣1v♁ − 1v
∣

∣ =
∣

∣

∣

∣

∣

2π Psyn

P♁

− 2π Psyn

Psid

∣

∣

∣

∣

∣

= 2π

This can be rewritten to:

1

Psid
=
∣

∣

∣

∣

∣

1

P♁

− 1

Psyn

∣

∣

∣

∣

∣

,

from which the siderial period of the object is derived. Thisformula was devised by
Copernicus [Collins 2004].

Two observations from Earth,Psid apart in time, will, in general, furnish two observations
from two different vantage points, as the siderial period ofthe object will not in general
be commensurate with that of the Earth, see figure 6.2. Knowing the position of the Earth
with respect to the Sun at the two times of observation means that two sides (r1 andr2) and
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three angles (γ1, γ2 andγ3) are known of the quadrilateral defined by the position of the
SunS, the positions of the EarthE1 andE2, and the positions of the object, coinciding at
P. This enables the computation of the remaining lengths, thus determining the position
of the object. Repeating this procedure throughout the orbit of the object, the entire
orbit can be determined. Obviously, this procedure requires a lot more observations than
the minimum three pairs required to determine an orbit, however it enabled Kepler to
determine the orbits of several objects without any assumption about the orbital shape.

E1
r1

P

γ1

r2
γ3

γ2 ρ1

ρ2
E2

S

Figure 6.2: Early orbit computation

Whereas this method was sufficient for determining the exactorbit of Mars, it was less
suitable for the orbit computation of comets, since their eccentric orbits would rapidly
bring them close to the Sun, making them unobservable. A new method for the compu-
tation of orbital elements was needed. Almost a century after Newton’s proof that the
orbits of celestial objects was conic sections, and only a few decades before the ground-
breaking work of Gauss, Laplace developed a method to determine the orbital elements
from a limited number of observations on a short observational arc. If a heliocentric po-
sition vector and a corresponding velocity vector is known,all orbital elements can be
derived (see section 6.4). Laplace’s method is based on Taylor series approximations to
derive the velocity from a series of observations. Althoughthree observations are enough
to determine the orbital elements, in order for these Taylorseries approximations, and
hence the orbital elements, to be accurate, more observations are needed. Nevertheless,
Laplace’s method has been polished by many researchers for the past two centuries, and
is still popular [Marsden 1985].
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6.3 Classical Orbit Computation

This section describes an orbit computation method originating in Gauss’ work leading
to the recovery of Ceres, the first asteroid discovered. Since Gauss’ first work in 1801,
many people, including Gauss himself, have improved upon the method. The method de-
scribed, is called the Gauss-Encke-Merton (after the main contributors) in [Danby 1988]
and [Marsden 1985]. We will start by introducing a few usefultools: the f andg func-
tions, and the sector-triangle ratios. The presentation will follow that of [Tatum 2005] and
[Danby 1988], using a notation similar to the latter.

The f and g functions

A convenient tool when solving problems in celestial mechanics are the so-calledf andg
functions. These functions describe the motion of an objectin its orbit as the displacement
in radial and tangential directions with respect to a reference position, the position at time
t0. Denote the position and velocity of an object in its orbit attime t0 by r0 and v0,
respectively. Assuming these vectors are not parallel, theposition of the object at timet
may be uniquely described by:

r(t) = f (t, t0)r0 + g(t, t0)v0 . (6.1)

Since these functions are independent of the reference system, they also hold in the orbital
reference system (2.19), and hence

X(t) = f X(t0) + gẊ(t0)

Y(t) = f Y(t0) + gẎ(t0) .

Isolating f andg from this system of equations, we get

f = X(t)Ẏ(t0) − Y(t)Ẋ(t0)

D

g = Y(t)X(t0) − X(t)Y(t0)

D
,

whereD = X(t0)Ẏ(t0) − Ẋ(t0)Y(t0), which is the same ash (see (2.20)). Using (2.19)
and (2.24) to expressf andg as functions of the eccentric anomaly, we get:
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f =
a (cosE − e) a2n

√
1−e2

r0
cosE0 + a

√
1 − e2 sinE a2n

r sinE0

D

= a

r0
(cos(E − E0) − 1) + 1

g = a
√

1 − e2 sinEa(cosE0 − e) − a (cosE − e) a
√

1 − e2 sinE0

D

= 1

n
(sin(E − E0) − e(sinE − sinE0)) , (6.2)

wherer0 andE0 denote the distance to the focus and the eccentric anomaly attime t0.

A first-order Taylor series approximation ofr centered ont0 would be:

r ≈ r0 + (t − t0) ṙ0 = r0 + (t − t0) v0

Comparing this to (6.1) we see that lowest-order approximations of f andg are:

f ≈ 1

g ≈ t − t0 (6.3)

Sector-Triangle Ratios

Figure 6.3: The sector-triangle ratioy = As/At , whereAt is the area of the triangleSP1P2. The
area of the sectorAs, swept by the radius vectors of the object position as it moves from P1 to P2,
is the sum of the area of the triangle and the shaded area. From[Danby 1988].

The sector-triangle ratioy is the ratioAs/At , whereAs is the area of the sector swept out
by the radius vectors of two positions, andAt is the area of the triangle these same two
positions make together with the focus. See figure 6.3.

The area of a sector is easily obtained, since it is proportional to the time between obser-
vations according to Kepler’s Second Law. Assuming we have two heliocentric positions
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r1 and r2, at timest1 and t2, respectively. The true anomalies arev1 and v2, and the
corresponding eccentric anomalies areE1 andE2.

According to (2.13), the swept area is:

As = h

2
τ , (6.4)

whereτ = t2 − t1. The area of the corresponding triangle equals half the cross product of
the radius vectors, or:

At = 1

2
r1 × r2 = 1

2
r1r2 sin(v2 − v1)

The sector-triangle ratio may be written:

y = As

At
= hτ

r1r2 sin(v2 − v1)
= hτ

r1r2 sin 2f
, (6.5)

where 2f = v2 − v1.

According to (2.16), the true anomalyv and eccentric anomalyE are related as

r cosv = a (cosE − e)

Making use of the trigonometric identity cos2 v
2 = 1+cosv

2 , we find:

r cos2
v

2
= a (1 − e) cos2

E

2
(6.6)

Using the trigonometric identity sin2 v + cos2 v = 1, we find

r sin2 v

2
= a (1 + e) sin2 E

2
(6.7)

Substitutingr1, v1, E1 andr2, v2, E2, respectively, into (6.6) and multiplying, yields, after
taking the square root of the product:

√
r1r2 cos

v1

2
cos

v2

2
= a (1 − e) cos

E1

2
cos

E2

2
(6.8)

A similar treatment of (6.7) yields:

√
r1r2 sin

v1

2
sin

v2

2
= a (1 + e) sin

E1

2
sin

E2

2
(6.9)

For convenience, we introduce
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2 f = v2 − v1

2F = v2 + v1

2g = E2 − E1

2G = E2 + E1

Using the trigonometric identity 2 cosx cosy = cos(x + y)+ cos(x − y) to rewrite (6.8):

√
r1r2 (cosF + cos f ) = a(1 − e) (cosG + cosg) (6.10)

Using the trigonometric identity 2 sinx siny = cos(x − y) − cos(x + y) to rewrite (6.9):

√
r1r2 (cos f − cosF) = a(1 + e) (cosg − cosG) (6.11)

Adding (6.10) and (6.11) and subsequently dividing by two yields:

√
r1r2 cos f = a (cosg − ecosG) (6.12)

Substituting ther1, v1, E1 into (6.6) andr2, v2, E2 into (6.7) and multiplying, yields, after
taking the square root of the product:

√
r1r2 cos

v1

2
sin

v2

2
= a

√

1 − e2 cos
E1

2
sin

E2

2
(6.13)

Exchanging the indices, i.e., substituting ther1, v1, E1 into (6.7) andr2, v2, E2 into (6.6)
and multiplying, yields, after taking the square root of theproduct:

√
r1r2 cos

v2

2
sin

v1

2
= a

√

1 − e2 cos
E2

2
sin

E1

2
(6.14)

Using the trigonometric identity 2 sinx cosy = sin(x + y) + sin(x − y) on (6.13) and
(6.14) yields, respectively:

√
r1r2 (sinF + sin f ) = a

√

1 − e2 (sinG + sing) (6.15)

√
r1r2 (sinF − sin f ) = a

√

1 − e2 (sinG − sing) (6.16)

Subtracting (6.16) from (6.15) and dividing by two:

√
r1r2 sin f = a

√

1 − e2 sing (6.17)
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Using (2.18) and the trigonometric identity 2 cosx cosy = cos(x + y) + cos(x − y) to
express|r1| + |r2|:

r1 + r2 = a (1 − ecosE1) + a (1 − ecosE2)

= a (2 − e(cosE1 + cosE2))

= a (2 − e(cos(G − g) + cos(G + g)))

= 2a (1 − ecosG cosg) (6.18)

Now we can use (6.18) and (6.12) to eliminateecosG:

r1 + r2 − 2
√

r1r2 cosh cosg = 2a sin2 g (6.19)

Using (2.22) to express the mean motion in the left hand side of Kepler’s Equation (2.25),
we get:

n(t − T) =
√

µ

a3
(t − T) = E − esinE (6.20)

SubstitutingE1, t1 andE2, t2, respectively, into (6.20), and subtracting the former from
the latter, yields:

E2 − E1 − e(sinE2 − sinE1) = t2 − t1
a3/2

Using the trigonometric identity 2 cosx siny = sin(x + y) − sin(x − y) yields:

2 (g − ecosG sing) = τ

a3/2
(6.21)

We can now eliminateecosG from (6.21) and (6.12):

2g − sin 2g + 2

a

√
r1r2 sing cos f = τ

a3/2 (6.22)

From (2.21) we see thath = na2
√

1 − e2. We can use this to rewrite (6.17) to give an
expression forh:

h = n
a
√

r1r2 sin f

sing
=
√

µ

a3

a
√

r1r2 sin f

sing
=

√
µr1r2 sin f√

a sing
(6.23)

Expressing the sector-triangle ratio (6.5) using this expression forh, reduced using the
trigonometric identity sin 2x = 2 sinx cosx:
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y =
√

µτ

2
√

ar1r2 cos f sing

From this expression we may obtain an expression fora:

a = µτ

4y2r1r2 cos2 f sin2 g

Introducing, for convenience:

M =
√

µτ

2
(√

r1r2 cos f
)3/2 ,

N = r1 + r2

2
√

r1r2 cos f
,

We may now expressa as:

a = M2
√

r1r2 cos f

y2 sin2 g
(6.24)

Substituting this into (6.19) and isolatingy2, we get:

y2 = M3

N − cosg
(6.25)

Substituting (6.24) into (6.22) and isolatingy3 − y2, we get:

y3 − y2 = M2 (g − sing cosg)

sin3 g
(6.26)

Given two radius vectors, we can now find the sector-triangleratio y by simultaneously
solving (6.25) and (6.26) numerically, using, e.g., a Newton-Raphson method.

The Method of Gauss

This method of orbit computation uses three two-dimensional direction vectors to deter-
mine a velocity vector corresponding to one of the observations. From this information,
all orbital elements can be derived (see section 6.4). The method expects the heliocentric
radius vectorsr1, r2 andr3 (corresponding to three observations at timest1, t2 andt3) to
be coplanar. Assuming the vectors are not parallel, this means that:
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r2 = c1r1 + c3r3 (6.27)

Using the f andg functions to describer1 andr3 from r2 andṙ2 = v2, we get:

r1 = f1r2 + g1v2

r3 = f3r2 + g3v2 (6.28)

This gives an alternative way of expressingr2:

r2 = c1 ( f1r2 + g1v2) + c3 ( f3r2 + g3v2) (6.29)

By taking the right cross product of (6.29) withv2 and the left cross product withr2, we
have:

1 = c1 f1 + c3 f3 and

0 = c1g1 + c3g3

from which we may expressc1 andc3 using f1, f3, g1 andg3:

c1 = g3

f1g3 − g1 f3
(6.30)

c3 = − g1

f1g3 − g1 f3
(6.31)

Using the approximation (6.3), we get approximate values ofc1 andc3:

c1 ≈ t3 − t2
(t3 − t2) − (t1 − t2)

= t3 − t2
t3 − t1

c3 ≈ − t1 − t2
(t3 − t2) − (t1 − t2)

= t2 − t1
t3 − t1

(6.32)

By taking the cross product of both sides of (6.27) withr3 andr1, respectively, we get:

r3 × r2 = c1r3 × r1 + c3r3 × r3 ⇔ c1 = |r2 × r3|
|r1 × r3|

r1 × r2 = c1r1 × r1 + c3r1 × r3 ⇔ c3 = |r1 × r2|
|r1 × r3|

(6.33)

Introducing the area of triangles:
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At1 denotes the area of the triangle made byr2 andr3

At2 denotes the area of the triangle made byr1 andr3

At3 denotes the area of the triangle made byr1 andr2

We introduce the same numbering scheme to denote the areas ofthe sectors, e.g.,As1

denotes the area of the sector defined byr2 andr3. Using the fact that the sector areas are
proportional to the difference in time between the corresponding observations, we may
write:

c1 = |r2 × r3|
|r1 × r3|

= At1

At2
= As1At1As2

As2As1At2
= t3 − t2

t3 − t1

y2

y1

c3 = |r1 × r2|
|r1 × r3|

= At3

At2
= As3At3As2

As2As3At2
= t2 − t1

t3 − t1

y2

y3
(6.34)

Equation (6.34) shows how, knowing the three heliocentric positions of the object in ques-
tion, the coefficientsc1 andc3 may be derived using the sector-triangle ratios described
in the previous section. By using (6.34) to determinec1 andc3 we are bringing Kepler’s
laws into consideration.

S O

E

R ρ

r

Figure 6.4: Diagram of the position vectorsρ, R andr in relation to the SunS, the EarthE and
the observed objectO.

Introducing the geocentric position vectors (see figure 6.4) ρ1, ρ2 andρ3 and the geo-
centric positions of the SunR1, R2, andR3, we have thatρ i = r i + Ri for i = 1, 2, 3.
Dividing ρi into an unknown magnitudeρi and a known direction unit vectorρ̂i , we can
rewrite (6.27):

ρ2ρ̂2 − R2 = c1
(

ρ1ρ̂1 − R1
)

+ c3
(

ρ3ρ̂3 − R3
)

m
c1ρ1ρ̂1 − ρ2ρ̂2 + c3ρ3ρ̂3 = c1R1 − R2 + c3R3 (6.35)

Equation (6.35) is the fundamental equation to solve for thethree unknownsρ1, ρ2 andρ3

when using Gauss’ method for orbit computation. Sincec1 andc3 are not independent of
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ρ1, ρ2 andρ3, the problem is solved by initially using approximations (6.32) forc1 andc2

to calculate approximations forρ1, ρ2 andρ3, to be used to obtain better approximations
for c1 and c3, et cetera. The convergence of this iterative procedure is by no means
certain, but given sufficiently accurate data over a sufficiently long arc, the procedure
usually converges to an accuracy matching that of the observations after less than 100
iterations.

Because this vector equation is ill-conditioned, numerical problems may be reduced by
transforming it into a more well-suited coordinate system before attempting the iterative
procedure. This new coordinate system uses the axesξ , η andζ , with ξ pointing toward
the first observed position, and so that the direction of the third observation intersects the
η-axis. Theζ -axis completes a right-handed triad withξ andη.

ξ = ρ̂1

η =
ρ̂1 ×

(

ρ̂3 × ρ̂1
)

|ρ̂1 ×
(

ρ̂3 × ρ̂1
)

|
ζ = ξ × η

Expressing the observations in this coordinate system yields:

ρ̂1 =
[

ξ η ζ
]





λ1

µ1

ν1



 =
[

ξ η ζ
]





1
0
0





ρ̂2 =
[

ξ η ζ
]





λ2

µ2

ν2



 =
[

ξ η ζ
]





ρ̂2 · ξ
ρ̂2 · η
ρ̂2 · ζ





ρ̂3 =
[

ξ η ζ
]





λ3

µ3

ν3



 =
[

ξ η ζ
]





ρ̂3 · ξ
ρ̂3 · η

0





Notice the zeros on the right hand side, indicating that thissystem of equations is solvable
using back substitution. To do this, we introduce the geocentric Sun position transformed
in the same way:





Xi

Yi

Zi



 =
[

ξ η ζ
]T Ri , i = 1, 2, 3

The transformed version of (6.35) is:
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c1ρ1





λ1

µ1

ν1



− ρ2





λ2

µ2

ν2



+ c3ρ3





λ3

µ3

ν3



 = c1





X1

Y1

Z1



−





X2

Y2

Z2



+ c3





X3

Y3

Z3





(6.36)

The first unknown to determine in the back substitution isρ2. From theζ -component of
(6.36), we have:

ρ2 = −c1Z1 + Z2 − c3Z3

ν2

We see that for very small values ofν2, numerical problems are to be expected. Sinceν2

is a measure of departure of the observed arc from a great circle, a small value indicates
that the observed arc is (almost) coincident with a great circle, and thus the problem has
no unique solution.

Knowingρ2, the back substitution continues by findingρ3:

ρ3 = ρ2µ2 + c1Y1 − Y2 + c3Y3

c3µ3
,

and, finally,ρ1:

ρ1 = ρ2λ2 − c3ρ3λ3 + c1X1 − X2 + c3X3

c1

Having obtainedρ1, ρ2 andρ3, the heliocentric position vectorsr1, r2 andr3 are obtained
usingr i = ρi ρ̂i − Ri , for i = 1, 2, 3.

Knowing r1 andr2, the velocityv1 can be computed from the following (see (6.28)):

r2 = f r1 + gv1 (6.37)

The values of thef andg functions still need to be determined. Taking the cross product
of r1 with (6.37) yields:

r1 × r2 = f r1 × r1 + gr1 × v1 = gr1 × v1 = gh

From this we see, that the area of the triangle (half the magnitude of the cross product of
the vectors) defined byr1 andr2 is At = gh/2. Using Kepler’s Law of areas to express
the sector area (6.4), the sector-triangle ratioy (already determined in the iterative process
above) may be used to determineg:

y = As

At
= hτ

hg
= τ

g
⇔ g = τ

y
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Rewriting (6.2), we get:

f = 1 − a

r1
(1 − cos(E2 − E1))

Using the trigonometric identity 2 sin2 x
2 = 1 − cosx:

f = 1 − 2

r1
a sin2 E2 − E1

2

Isolatinga sin2 E2−E1
2 in (6.23), noting that thef andg used there are differences in true

and eccentric anomalies:

a sin2 E2 − E1

2
=

µr1r2 sin2 v2−v1
2

h2 = µr1r2 (1 − cos(v2 − v1))

2h2 = µ (r1r2 − r1 · r2)

2 h · h

Finally, we can find the value of thef function:

f = 1 − µ (r1r2 − r1 · r2)

r1 h · h

Using these values forf and g, we obtain a velocity vectorv1 corresponding to the
position vectorr1 using (6.37):

v1 = r2 − f r1

g

The following section shows how orbital elements may be computed from a heliocentric
position vectorr and the corresponding velocity vectorv.

6.4 Obtaining Orbital Elements

This section deals with elliptic orbits only. For a treatment of parabolic and elliptic orbits,
refer to [Danby 1988].

Knowing an heliocentric position vectorr and a corresponding velocity vectorv, the
orbital elements (see section 6.1) may be found as follows. The angular momentum per
unit mass is given by the cross product of the position vectorand the velocity:

h = r × v

From the geometry of figure 6.1, it can be seen that the direction ofh can be written:
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ĥ =





hx

hy

hz



 =





sin� sini
− cos� sini

cosi





The direction ofh can thus be used to find both the longitude of the ascending node �

and the inclinationi .

The Runge-Lenz vector (2.6) is given by:

e =





ex

ey

ez



 = v × h
µ

− r̂

The magnitude ofe is the eccentricitye. Recall also, that the Runge-Lenz vector points
toward the pericenter.

Define the unit vector pointing toward the ascending node:

n̂ =





cos�
sin�

0





The argument of pericenterω can be found by using the fact thatn̂ · e = ecosω and
n̂ × e = esinωĥ.

The semi-major axisa is found by isolatinga in (2.15):

a = h2

µ
(

1 − e2
)

The eccentric anomaly at the time of observation can be foundfrom (2.18) and its deriva-
tive, leading to:ecosE = 1 − r

a andesinE = r ṙ√
aµ

.

Then, finally, the time of perihelion passageT may be found from Kepler’s Equation
(2.25) as:

T = t − (E − esinE)

√

a3

µ

6.5 Complications

For practical orbit computation, several complications are omitted in the above. Some of
these will be briefly discussed in this section.
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Geocenter-Topocenter correction

This describes the act of obtaining geocentric observations from observations obtained
using a telescope placed on the surface of the Earth, and not at its center.

Light-time correction

The observed position of a solar system object is the result of the detection of sunlight
reflected off the surface of this object. The time it takes from reflection to observation
may be several hours. Thus, the observed position is not the actual position at the time of
observation.

Effects of phase

What is usually desired when doing astrometry, is the position of the center of mass, the
barycenter. What is observed, however, is the center of the reflected “patch” of light, the
photocenter. For high-accuracy astrometry, the difference between thebarycenter and the
photocenter, the so-calledphotocenter shift, can be significant. For an extreme example
of photocenter shift, imagine observing the crescent moon two days after new moon. The
center of the illuminated part of the moon is clearly far awayfrom the barycenter.

6.6 Orbit Improvement

A classical way of performing orbit improvement is an iterative procedure called the dif-
ferential correction method. Assuming we have a set of parametersX0 = [a, e, i, �, ω, T ]
for the preliminary orbit. The residuals corresponding toX0 areǫ0. A differential correc-
tion to X0 may be obtained by linearising the map betweenX andǫ in a neighbourhood
of X0 and using it to find the optimal correction toX0 in a least squares sense. This new
set of parameters is then used as input as the method is iterated.

The model used when calculating the residuals is often more detailed than the one used to
obtain the preliminary orbit, typically taking relativistic effects and/or the perturbations
by other celestial bodies into account.

6.7 Perturbations

The previous sections of this chapter deal with the dynamicsof a system of two bodies.
Since the mass of the Sun dominates the mass of the solar system, the two-body approach
is a fairly good approximation of the dynamics of each solar system object. In general,
Newton’s second law says that the acceleration of an object is proportional to the sum of
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the forces acting on it. These (gravitational) forces are proportional to the masses of the
objects on which they act, and inversely proportional to thesquare of the distance between
said objects:

ma =
N
∑

i=1

Fi =
N
∑

i=1

Gmmi

r 2
i

r̂ i (6.38)

wherem is the mass of the observed object andmi is the mass of thei th other object. The
distance and direction to thei th object is denoted byr i and r̂ i , respectively. In the solar
system, the dominating object is the Sun, having a mass threeorders of magnitude greater
than that of the second largest solar system object, Jupiter. However, according to (6.38),
once two bodies come into close proximity to eachother, their mutual gravitational forces
may exceed by far that exerted by the Sun. For comets, having typically elongated orbits
with transneptunian aphelia, Jupiter is an important perturber. For near Earth objects, the
Earth can also constitute a significant perturbing influence.

Assume we have a primary mass, denoted by indexc, and two secondary masses, denoted
by indicesi and j , respectively. Lettingr i and r j denote the position vectors of the
secondary masses with respect to the central, primary mass:

r i =





xi

yi

zi



 andr j =





x j

y j

z j



 ,

we get the following laws of motion in the inertial referenceframe:

mcR̈c = Gmcmi
r i

r 3
i

+ Gmcm j
r j

r 3
j

mi R̈i = Gmi m j
r j − r i
∣

∣r j − r i
∣

∣

3
− Gmcmi

r i

r 3
i

m j R̈ j = Gmi m j
r i − r j
∣

∣r i − r j
∣

∣

3 − Gmcm j
r j

r 3
j

The accelerations of the secondary objects relative to the primary are:
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r̈ i = R̈i − R̈c = Gm j
r j − r i
∣

∣r j − r i
∣

∣

3
− Gmc

r i

r 3
i

−
(

Gmi
r i

r 3
i

+ Gm j
r j

r 3
j

)

= −G (mc + mi )
r i

r 3
i

− Gm j

(

r j

r 3
j

− r j − r i
∣

∣r j − r i
∣

∣

3

)

r̈ j = R̈ j − R̈c = Gmi
r i − r j
∣

∣r i − r j
∣

∣

3 − Gmc
r j

r 3
j

−
(

Gmi
r i

i 3
j

+ Gm j
r j

r 3
j

)

= −G
(

mc + m j
) r j

r 3
j

− Gmi

(

r i

r 3
i

− r i − r j
∣

∣r i − r j
∣

∣

3

)

These relative accelerations can be interpreted as gradients of scalar functions:

r̈ i = ∇i (Ui + Ri )

r̈ j = ∇ j
(

U j + R j
)

,

where∇i and∇ j denotes the gradient with respect to the coordinates of object i and j ,
respectively.

Ui = G
mc + mi

r i
andU j = G

mc + m j

r j

The parts of the total potential denoted byUi andU j correspond to the unperturbed two-
body dynamics described earlier:

r̈ i = ∇i Ui = −G
mc + mi

r 2
i

r̂ i ,

in analogy with (2.3). The remaining part of the potential, denoted byR, is called the
disturbing function, representing the change arising from the gravitational influence of the
other secondary object. The exact expression ofR depends on the choice of coordinate
system. In this coordinate system, with the primary object at the origin, the disturbing
functions may be expressed:

Ri = Gm j
∣

∣r j − r i
∣

∣

− Gm j
r i · r j

r 3
j

andR j = Gmi
∣

∣r i − r j
∣

∣

− Gmi
r i · r j

r 3
i

The above analysis may be extended to any number of perturbing objects. For more
information, refer to [Murray & Dermott 1999].
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The transition from two-body dynamics to three-or-more-body dynamics does not lead to
dramatically different orbits, owing to the Sun’s dominance. The orbits of the planets of
the solar system are still elliptical in shape. The perturbations cause the point of perihelion
to advance slowly, making the elliptical orbits seem to rotate. The orbit of Mercury, for
example, is observed to precess 5600 seconds of arc per century. Le Verrier found, that
approximately 5025.5 seconds of arc can be explained by the precession of the equinoxes.
Taking into account the perturbations of the planets – mainly Venus and the Earth because
of their proximity, and Jupiter because of its mass – and the flattening of the Sun caused
by its rotation accounts for an additional 531.5 seconds of arc. The remaining 43 seconds
of arc have since been explained through the theory of general relativity.

6.8 Modern Approaches to Orbit Computation

In the years following his remarkable contribution to the recovery of Ceres, Gauss con-
tinued to improve the method used, in practice developing the least-squares method inde-
pendently of Legendre. The method of least squares was the first statistical interpretation
of orbit computation, yet it was almost two centuries beforethe subject was given a fully
statistical treatment in [Muinonen & Bowell 1993], where the orbit computation problem
was treated as a problem of statistical inversion based on Bayesian inference (see, e.g.,
[Lehtinen 1988]). The full solution to the problem is to determine thea posterioriproba-
bility density function of the orbital elements. Once this has been obtained, no additional
sensitivity analysis is needed.

According to Bayesian inference, the probability density function of the vector of orbital
elementsP is proportional to thea priori probability density functionppr and the proba-
bility density function of the residualspǫ :

pp(P) = ppr(P)pǫ(1ψ(P))
∫

ppr(P)pǫ(1ψ(P))dP

where1ψ(P) denote the observational errors projected on the sky plane.This expression
may be regularised to maintain the invariance ofpp under transformations from one or-
bital element to another, e.g., from Keplerian to Cartesianelements [Virtanen et al. 2001].

Prediction

Using statistical methods such as this for prediction is a matter of mapping the probability
density function of the orbital elements to a probability density function of the future sky
position. According to [Muinonen & Bowell 1993], the joint probability density function
for the topocentric distanceR, right ascensionα and declinationδ at the timet is:
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p(R, α, δ; t) = 1

R2 cosδ

∫

dP pp(P) δD(R − R(P, t)) δD(α − α(P, t)) δD(δ − δ(P, t))

whereδD denotes Dirac’s delta function. The integral is evaluated using a Monte Carlo
method or by linearising thea posterioriprobability density function of the orbital ele-
ments, thus obtaining a Gaussian probability density.

Comparison of Methods

One of the main problems one faces when using the classical, deterministic methods, is
that the iterative procedures involved, both in the initialorbit computation and the subse-
quent orbit improvement, may converge to “unphysical” or ambiguous solutions, or even
not converge at all. Methods originating in statistical inversion theory, such as the one
described above, always provide meaningful results. The results obtained using a modern
method in the case of, e.g., two observations of an asteroid,seconds apart, and with large
observational errors, may not be very useful, but nonetheless valid. In order for results
from classical methods to be meaningful, an assessment of the uncertainty of orbital ele-
ments is needed. Thus, a classical solution may consist of single estimators of the orbital
elements, each with its respective error estimate. A solution from a method originating
in statistical inversion theory provides full error analysis, even for non-Gaussiana priori
errors [Muinonen & Bowell 1993], a property absent from the classical methods. This
full error analysis comes at a cost, however. Especially when the Monte Carlo orbits are
integrated, rather than derived from two-body dynamics, the computational cost is fairly
high.

The rapidly increasing computing power available, coupledwith the additional knowledge
provided by thea posterioriprobability density functions themselves, make this a matter
of little concern. To quote [Virtanen 2005]: “Adopting the statistical approach to inversion
does not make a complex inversion simple. But it can help to discern the complexity of
the problem, if not knowna priori, and, in ambiguous cases, give more realistic estimates
for the parameters, and most importantly provide meaningful estimates for their errors.”



Chapter 7

Conclusion and Future Work

7.1 Conclusion

The purpose of this project has been to develop and implementalgorithms for the detec-
tion of near Earth objects, with emphasis on how the Gaia space observatory might be
used to that effect. Introductions to relevant topics such as near Earth objects, celestial
mechanics and orbit computation have each been covered in a chapter of this thesis. A
technical description of the relevant instruments of Gaia were presented, as was a com-
parison to the most prolific Earth-based NEO search programmes.

The main contribution of this thesis is to be found in chapter5 on motion detection. Here,
several methods for one-dimensional motion detection are presented and compared.

The method of successive squared differences is based on thefact that, in a series of
position measurements of a moving object, neighbouring measurements are likely to be
closer to eachother than to the arithmetic mean of the series.

The Mann-Kendall is based on the signs of every unique pair ofmeasurements in a series.
Under the null hypothesis (assuming no motion), positive and negative signs are equally
likely, contrary to the case of a moving object.

The variance ratio method is based on the knowledge of an expected sample variance. In
the case of astrometric observations, the expected position variance is often known, as a
function of viewing conditions. If the estimated sample variance is significantly less than
the expected sample variance, this indicates a trend.

The regression-based method fits the position measurementsto a straight line in a least-
squares sense and subsequently tests whether the slope is significantly different from zero.

A fifth, novel, method is presented and shown to be optimal. Itbelongs to the class of like-
lihood ratio (LR) tests, and we show that the test statistic,the ratio of two probabilities of
the same event under different hypotheses, has a monotonic relationship with an estimate
of the speed|ṽ|. This leads to a test based on the comparison of|ṽ| to a threshold value.
This test is shown to be optimal among all symmetric and translation invariant tests.

118
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The application of a variant of this essentially one-dimensional method to two-dimensional
simulated Gaia observations has shown that it is possible tomake a clear distinction be-
tween observations of stars and observations of NEOs: The method was able to retain
99.9% of the NEO observations while rejecting 99.99% of the stellar observations.

The final sections of chapter 5 presents the results of an analysis of the velocity estimate,
based on simulated Gaia observations. It is shown that, based on one transit of one of
Gaia’s two astrometric instruments, the relative error on the velocity is less than 30%
for 95% of a synthesised NEO population. Furthermore, 95% ofthe observations of a
test population consisting of the 2,000 first numbered Main Belt asteroids have a relative
velocity error better than 10%

7.2 Future Work

A logical next step, in order to extract the full potential ofGaia’s accurate observations,
is to generalise the optimal motion detection method to two dimensions. As a temporary
substitute, one can use the method described in the previouschapter, or approximate the

proper speed bỹv =
√

ṽ2
AL + ṽ2

AC. This is, however, not necessarily the best solution,
particularly not in the case of anisotropic residual distributions.

Several of the motion detection methods described in chapter 5 rely on the knowledge
of the position standard deviations. In practice, these standard deviations will always be
estimates, based on the observing conditions. An evaluation of the effects of inaccurate
position standard deviation estimates is needed.

Finally, the effect of the artificial brightening of the NEO population, performed in order
to obtain a large number of simulated observations for statistical stability, also needs to
be thoroughly examined, although the effect is believed to be slight.



Appendix A

Glossary

AC: Across-scan. Direction perpendicular to Gaia’s instantaneous scanning plane. Par-
allel to Gaia’s instantaneous spin axis. Perpendicular to the along-scan direction,
see AL.

AL: Along-scan. The instantaneous direction of motion of a Gaiatelescope as it sweeps
over the celestial sphere. Perpendicular to Gaia’s spin axis and line of sight.

Albedo: Surface reflectivity. The ratio of the amount of electromagnetic radiation re-
flected by a body to the amount incident upon it, commonly expressed as a percent-
age.

Argument of perihelion: The angle between the ascending node and the perihelion. De-
notedω.

Ascending node: The point where an object in its orbit passes the reference plane (e.g.,
the ecliptic plane) moving north.

Astro: Gaia instrument, mainly used for astrometry. Gaia has two Astro telescopes, pro-
jected onto the same focal plane.

AU: Astronomical Unit, approximately equal to the average distance between the Earth
and the Sun. 1 AU≈ 1.5 × 1011 m

Aphelion: The point on the orbit of an object orbiting the Sun, where thedistance to the
Sun is at a maximum. The opposite of perihelion.

Arcsecond: Second of arc. Sixty seconds of arc is one minute of arc. Sixtyminutes of
arc is one degree.

as: see Arcsecond.

Basic Angle: The angle between Gaia’s two Astro telescopes.
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Binning: The process of irreversibly combining the data from a numberof pixels into a
smaller number of samples, to reduce telemetry.

CCD: Charge-Coupled Device. Electronic detectors, used instead of photographic plates
or film in modern telescopes and digital cameras.

Chaining: See Linking

Cross Matching: See Linking

Descending node:The point where an object in its orbit passes the reference plane (e.g.,
the ecliptic plane) moving south.

Ecliptic: The plane in which the Earth orbits the Sun.

Ephemeris: (pl. ephemerides). A table listing specific data of a moving object, as a
function of time. Ephemerides usually contain right ascension and declination, ap-
parent angle of elongation from the Sun (in degrees), and magnitude (brightness) of
the object; other quantities frequently included in ephemerides include the objects
distances from the Sun and Earth (in AU), phase angle, and moon phase.

Epoch: An arbitrary fixed instant of time used as a chronological reference datum for
orbital motions (see osculating elements).

FFOV: Following field of view. Referring to the second of Gaia’s twoAstro telescopes.
See PFOV.

FOV: Field of view. The space visible in a telescope at one view. See also window.

Heliocentric: Centered on the Sun.

Inclination: The angle between the reference plane (e.g., the ecliptic plane) and the or-
bital plane.

Inertial motion: See Proper motion.

Lagrange points: Five equilibrium points in the restricted three-body problem. Gaia
will be orbiting Lagrange point L2 of the Sun-Earth system.

Line of nodes: The line of intersection between the orbital plane and the reference plane
(e.g., the ecliptic plane). Passes through the ascending and descending nodes.

Linking: The process of selecting observations from the same object for the purpose of
computing an orbit. Also called chaining and cross matching.

Longitude of descending node:The angle between the reference direction (e.g., the di-
rection of the vernal equinox) and the radius vector to the ascending node. Denoted
�.
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Longitude of perihelion: The sum of the longitude of ascending node and the argument
of perihelion. Denoted̟ = � + ω. Note, that the two angles are generally in two
different planes. In general, therefore,̟ is a “dogleg” angle.

Perihelion: The point on the orbit of an object orbiting the Sun, where thedistance to
the Sun is at a minimum. The opposite of aphelion.

MBO: Main Belt Object. Asteroids from the Main Asteroid Belt between the orbits of
Mars and Jupiter. See also section 4.5.

MOID: Minimum Orbital Intersection Distance. The minimum distance between the
orbits of two objects. MOID changes not more than 0.02 AU per century, except
in the case of close approaches with major objects, where large perturbations may
occur.

mas: See Milliarcsecond.

Milliarcsecond: One thousandth of a second of arc. One degree equals 3,600,000 mas

Osculating elements:Orbital elements used to describe the unperturbed (two-body) or-
bit that the object would follow if perturbations were to cease instantaneously. Os-
culating elements are always changing with time and therefore must have a stated
epoch of validity.

PFOV: Preceding field of view. Referring to the first of Gaia’s two Astro telescopes. See
FFOV.

Phase angle:The angle between the observer and the light source, as seen from the ob-
served object.

Prograde: The “normal” way of orbiting the central object. When viewedfrom the eclip-
tic north pole, solar system object on prograde orbits move around the Sun in the
counterclockwise direction. Also calleddirect. See retrograde.

Proper motion: Motion with respect to the fixed stars.

Retrograde: The “abnormal” way of orbiting the central object. When viewed from the
ecliptic north pole, solar system objects on retrograde orbits move around the Sun
in the clockwise direction. See prograde.

Set: A set of observationsconsists of the observations obtained from one object, crossing
one field of view. Sets of observations from the Gaia Astro instruments consist of
two to twelve observations.

Spectro: Gaia instrument, mainly used for photometry and radial velocity measurements.

Telemetry: The data transmitted from Gaia to Earth, and the process of transmitting it.
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Trend: A change in over time. In this thesis, a trend is a linear change in position over
time.

Window: A group of pixels, ideally centered on an object. Once an object is detected,
a window is allocated through which the object is observed. Because windows are
fixed in the sky, they should be large enough to make sure moving objects do not
escape them. However, because windows containing multipleobjects are of little
value, windows should also be as small as possible. To reducetelemetry, the pixels
of a window may be binned before being transmitted to Earth. See also FOV.
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