


di�raction image of a rectangular aperture:

� (x0) =
0:866
p

NP

�
�D

(7)

Gaussian pro�le exp(� (x � x0)2=2s2):

� (x0) =
1:000
p

NP
s (8)

The latter has been made plausible already at the beginning.

Remark 1: Once again, in the presence of background noise themore generalS=N
instead of the root of the number of photons has to be insertedin the denominator.

Remark 2: It holds again that an individual photon does not exhibit the pattern.
Therefore the above mentioned formulas are not valid for small numbers of photons:
for NP = 1 the formula for the Airy disc would lead to

� (x0) =
�

�D
= 0:32�=D (9)

This is already much smaller than the radius of the Airy disc which is well-known
to be 1:22�=D . In reality, an individual photon would determine the position of an
image only up to the rms-width of the image's pro�le. And the rms-width referred to
this case is even much larger than the radius of the Airy disc (namely in�nite, if I am
not wrong; with respect to the rectangular aperture it is easy to see that the function
I (x) = ( x � 1 sinx)2 has an in�nite rms-width; and for large distances the Airy function
declines also withx � 2).

5 Realistic detector; pixel-images

So far we have assumed that the position of each individuallydetected photon can
be determined exactly on the detector. In realistic instruments the photons are being
detected only with a certain spatial resolution. This resolution is determined for CCDs
by the size of the pixels, concerning Hipparcos it was the width of the slit in connection
with the temporal resolution of the read-out processing.

This limited resolution of the detector can be introduced easily in the consideration of
the Cram�er-Rao-limit: in fact, an e�ective luminosity dis tribution is observed which
is the convolution of the true optical intensity distribution with the pro�le of the
detector's resolution. (e.g. a box pro�le for ideal CCD-pixels). This e�ect broadens
the image and consequently degrades the obtainable measuring precision.

Secondly, this broadened image will not be observed at everyposition, but only at
discretely distributed integer pixel positions. That means that the integrals of the
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That is, if we change the Teff by, say, 1%, then the change in the true flux is accurately replicated
by the synthetic spectra. The absolute values of the flux and the flux variations across larger AP
ranges, however, are not assumed to be accurately reproduced by the stellar models.

Assumption 4 We can obtain accurate APs of a set of stars which Gaia will observe, covering
a broad range of the APs of interest. These are the AP reference stars. The AP sampling is
sufficient to map the large scale variation of flux with APs.

“Accurate” here means with errors on the order of (or less than) that which we hope to achieve
with Gaia. The issue of the number and AP sampling of these will be discussed later. In
principle Gaia would not have to observe them: we could take higher spectral resolution spec-
trophotomtetry and simulate the Gaia bands using a simulator (e.g. GOG). This permits us to
correct for the synthetic spectra mismatch problem. However, it would not allow us to correct
for a second, independent, problem, namely that GOG does not and cannot accurately simulate
the instruments. By using Gaia observations of the AP reference stars, we can correct for this
too.

2.2 Procedure

The procedure is simple and is described with the help of Fig. 2. I first consider variation with
respect to just one AP, Teff . The figure shows (in black) the forward model as a function of
Teff for four BP/RP bands constructed from the Cycle 3 GOG simulations for the main stellar
library (Sordo & Vallenari 2008; see also section 2 of CBJ-043). (AV and [Fe/H] are zero and
the forward model fit marginalizes over a small range of log g).

Pretend data on some AP reference stars are shown as blue points. Given Assumption 4, a low
order fit to these, Ly, (solid blue line) reproduces the large scale variation of flux with Teff .
We remove the overall shape of the forward model, f , by dividing by its own low order fit, Lf

(green dashed line). We then multiply the result by the low order fit to the calibration data. This
gives the calibrated forward model, f ′ , shown in red

f
′
=

f

Lf

× Ly

That is, we have replaced the large scale variation of the forward model (which may not be
accurate) with the large scale variation of the calibration data.

In three of the four panels, 362 nm, 573 nm and 857 nm, I have made both low order fits using
a smoothing spline with 5 degrees of freedom. In these cases we see that the calibrated forward
model retains its original high frequency structure, but has adopted the overall shape and flux
scale of the calibration data. This is about the level of smoothing one would expect to perform,
although the mismatch between the calibration data and the synthetic data is only for illustration
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TABLE 1: Function/data definitions

function/data symbol how shown in plots
forward model f black solid line
low order fit to forward model Lf green dashed line
calibration data y blue points
low order for to calibration data Ly blue solid line
calibrated forward model f

′ red solid line
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FIGURE 2: Forward model calibration procedure for four bands (central wavelength given at
the top of each panel). red = black

green × blue . See Table 1 for the definitions.
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purposes and not meant to be representative. In the bottom left panel, for 731 nm, I examine
what happens if I use a lower order (linear) fit. This may not be desirable, but it is a useful
exercise for identifying the origin of the structure in the calibrated forward model.

Calibration may, in practice, be much simpler for some bands, e.g. it may just involve a constant
offset. On the other hand, if we had sufficient calibration data to get an accurate fit to Ly over
the full AP range, then we would not need to use synthetic data at all for training. The data
on the AP reference stars could then act as the grid to which we fit a calibrated forward model
directly.

It’s worth reiterating one of the assumptions: The procedure requires that the ratio of fluxes in
bands (spectral regions) between two stars with small differences in their astrophysical parame-
ters are accurately reproduced by the synthetic spectra. This is necessary so that we can use low
order fits (smoother than the forward model itself). But it does not assume that the two spectra
differ by a single factor, common to all bands. Each band is corrected independently.

2.3 Dealing with multiple APs

So far I have only looked at the problem of calibrating the fluxes with variation in one AP.
In principle we can use the same approach but with the forward model and calibration data
and their fits extended to multiple dimensions, e.g. a 2D fit to Teff–[Fe/H] surfaces like those
illustrated in Fig. 1. My experience with BP/RP data is that [Fe/H] and log g vary just as
smoothly with flux as Teff does, or even more so. However, fitting such multi-dimensional
models is complicated in practice by the presence of both “strong” APs and “weak” APs, at
least for BP/RP. These are defined as APs which have a large and small (respectively) impact
on the variance in the fluxes, such as Teff and AV in the former category and [Fe/H] and log g
in the latter. This problem was discussed in CBJ-042 in the context of developing a parameter
estimation algorithm (ILIUM) designed to cope with this. We can follow a similar approach
here, independently fitting 1D forward models to the APs either marginalizing over the weak
APs (for the fit against the strong APs) or at fixed values of the strong APs (for the fit against
the weak APs). See CBJ-042 for more details. One complication is that the method outlined
there requires a “semi-regular grid”, viz. one consisting of spectra with a range of values of the
weak APs for each combination of the strong APs. This cannot be fulfilled by the AP reference
stars, but is probably an issue in the method we can overcome.

3 Which calibration data do we need?

The amount of calibration data required for this procedure depends on (1) how much synthetic
data deviate from real data, (2) how smooth is the variation of the flux with APs, (3) the spectral
resolution (i.e. BP/RP or RVS – I consider here BP/RP). To first order, the sampling of the APs
used by the stellar libraries for the cycle 3 data represents an upper limit to the sampling (and
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thus number of objects) required (although this may be because I haven’t plotted data sampled
at higher AP resolution to know whether this is really enough!). For the full AP range of the
cycle 3 data (M to O stars, dwarfs to supergiants, [Fe/H] from −4.0 to +1.0) this is 4364 stars
(Sordo & Vallenari 2008). (2343 Marcs, 2018 Basel, 203 OB library – the OB library is just
for [Fe/H] = 0.0). We certainly would not need as many stars, because the sampling in Teff

for OBA stars is higher than needed, as is the sampling of metallicity around solar metallicity
(see Fig. 1 of CBJ-043). Probably only half the density is required in each of Teff and [Fe/H],
especially when we consider that we’ll only need to extend [Fe/H] down to−2.5 or−3.0. (Gaia
will probably see many stars with even lower metallicities, and GSP-Phot might just be able to
identify the [see CBJ-043]. But we don’t know enough of them at the moment to be able to
include that many in the AP reference star grid.) We could likewise get away with an average
log g step size for the AP reference stars larger than the 0.5 dex used in the synthetic grids.
Overall, we probably need only 1/2/3 = 1/8 as many objects, some 550 stars.

GSP-Phot will additionally attempt to estimate [α/Fe], AV and RV. [α/Fe] is only relevant for
cool stars. It shows some correlation with [Fe/H] in the Galactic population, but with a large
scatter. Allowing for variation in this perhaps only adds another hundred or so stars. Extinction
is a difficult parameter (or set of parameters) and is probably best not calibrated using real
data, not least because of the difficulty in estimating it observationally. This implies that all
AP reference stars should have zero extinction, a condition which will be hard or impossible
to achieve. Therefore it is likely that we would be forced to calibrate for the low levels of
extinction found in the reference stars. This issue needs to be examined further.

The data needed for the AP reference stars must be sufficient to estimate the APs with a pre-
cision similar to (but preferably better than) that which we can achieve with the AP estimation
algorithms (some estimates of GSP-Phot performance can be seen in CBJ-042, -043 and CT-
006). This would presumably be medium or high resolution optical spectra (extending from the
UV atmospheric cutoff to the red). The APs could be estimated via “conventional” techniques of
line analysis or via machine learning methods. Whatever method we use depends ultimately on
a set of stellar models, but this is a prerequisite of any physical parametrization system. Indeed,
at a fundamental level, our physical descriptions of the stars in terms of effective temperature,
surface gravity, abundance etc. are a limited description of real stars and observables.

The AP reference stars should be sufficiently bright so that they can be observed with high SNR
by Gaia, ideally limited only by the flux calibration floor of Gaia, which I I take to be 0.3%
per non-oversampled BP/RP pixel. A SNR of this level is achieved in the end-of-mission data
for most types of stars across much of the spectrum at around G=15 (although this needs to be
studied much more carefully). It would be desirable get high SNR data on the reference stars
earlier in the mission, perhaps even with single epoch spectra (which would also circumvent
possible problems with spectral combination). This requires the stars to be around 2.3 mag
brighter, say G'13, assuming that gates are not yet used to limit the integration time at this
magnitude (the current plan is only to use gates at brighter magnitudes). Indeed, to avoid
possible flux calibration problems with the gates, we may want to avoid having any AP reference
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stars so bright that they are observed in this mode (although I do not see that the gates should
present any particular problem). It may also be that some AP combinations are only known for
stars fainter than G=15. In that case, we may want to populate that part of the AP reference
star grid at a higher density in order to compensate for the lower SNR. Note that there is no
requirement to have the AP reference stars spread over the whole sky. We do need them to be
sufficiently isolated (uncrowded regions) so that we can obtain unambiguous Gaia and ground-
based data.

Heiter et al. (2008) have suggested the requirements on the data on the AP reference stars needed
to calibrate the General Stellar Parametrizer algorithms (GSP-Phot and GSP-Spec) in Gaia.
They present the AP ranges and number of objects needed to sufficiently sample the variations
in Teff , log g and [Fe/H] in the stellar populations Gaia will see (which is basically all of them)
and have identified spectral/AP catalogues which could be used for this purpose. They propose
three levels of reference stars – according to the AP accuracy and thus data quality required
– which bootstrap from one level to the next. The middle one of these, which they call the
primary grid, is the closest in terms of sampling and requirements to what I outline above. They
suggest a near-uniform grid in Teff , log g and [Fe/H] with step sizes of 7%, 1.0 dex and 0.5 dex
respectively which would comprise some 560 stars spanning the range 4000 K≤Teff ≤ 7000 K,
−0.5 dex≤ log g≤+5.0 dex and −3.0 dex≤ [Fe/H]≤+0.5 K (their Table 1). This is actually
denser than what I estimated above, because they only consider FGK stars, but the OBA stars
probably only add a couple of hundred more calibrators, so the final numbers are similar. Heiter
et al. have already started to identify catalogues and open and globular clusters for the selection
of primary grid stars, as well as targets and facilities for new observations.
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