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Abstract

In this note we de ne the concept of “Transitld”, the unique identi er of a Gaia ob-
servation used in the MainDB by several DPAC processes. We describe here its def-
inition, which is based on the OBMT time scale. The present issue 5 describes the
“human-readable” format of Transitlds.






























New Transitld de nition
CuU3 GAIA-C3-TN-UB-JP-011-05

Finally, the following formula illustrates how the Transitld could be calculated directly from
the on-board time plus the adequate OBT-OBMT offset determined by MIT. That is, implicitly
calculating OBMT50 within the formula. The offset is supposed to be coded with the same
resolution as OBT (that is, 50ns):

Transitld = ((long)((AF1 _ref _acquisition_time + ObtObmtO set50) >> 12)<< 17)
j((long)FOV << 15)j((long)CCDrow << 12)j((long)AC)

2.4 Discussion of the proposal

The following are the key advantages of this proposal:

It keeps in line with the existing approach, so minimal changes should be required
in the many pieces of DPAC code using it (bit masks, etc).

It still gives an indication of the observation time, so sorting a list of observations
according to their Transitld will be equivalent to sorting them according to their
observation time.

It still ts a 64-bit long integer, so with such a single Java value we will have all
these relevant features of any observation.

Considering that the OBT resets will be corrected (with the adequate offset) at the
MIT (prior to IDT), the uniqueness of the Transitld is guaranteed. Even in case two
detections (one in SM1 and the other in SM2) lead to the same propagated pixel
(both in AL and AC) in AF1, the value of FOV will be different, and hence the
Transitlds will also differ.

Astrium “guarantees” that such an identi er is really unique — except for possible
OBT resets, which will be counteracted DPAC—internally, see above — and implic-
itly included in SP1, SP2 and SP3 (although in those cases they use the full 64-bit
OBT). Itis indicated in GAIA.ASF.TCN.PLM.00137, section 6.4.

This proposal leaves the whole BAS—003 concepts of window datation and of the
along—scan pixel coordinate (APC) untouched. Just a simple formula shall be ap-
plied in order to retrieve the APC from what is in the TM.
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In G magnitude, the quasars misclassifications occur indaralind integer values of the magni-
tude. These correspond to the borderline regions betwedelsained at different magnitudes.
Sources with similar magnitude to the training data arenoftassed as outliers because of minor
mismatches in the noise. This problem can perhaps be addrbegsrequiring that a source is
classified by a model trained on data fainter than the sotsel by some margin.
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FIGURE 6: As Figure 5, but showing the Quasars in GMag versus redshift, zclddisified
sources at upper right are coloured red for stars, blue for galdtaek for unknown.

For the ultra-cool dwarfs, we show the effective tempemand logg. The library shows many
misclassifications around the edges of the parameterldison. This may indicate that the
training set did not adequately sample the full parametacsp

In Figure 8 we show a similar plot for APec stars, concentgatin G magnitude and Teff. The
results for APec stars are much sparser than for the prelriasies, but it is still clear from the
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FIGURE 7: As Figure 5 and Figure| 6, but showing the ultra-cool dwarfs in loggue Teff
space. The misclassified sources are almost all classed as unknahargasiustered around
the edges of the parameter distribution. This indicates that the library hasibdersampled
when constructing the models, and this leads to sources being rejecteddnetioass SVM.

panel at lower left that the misclassifications occur peaféally amongst the high temperature
objects. Most misclassifications are into the Quasars.class

Figure 9 shows an analysis of the results from the classdicaf physical binaries in cycle 7.
Physical binaries are an particularly interesting classibse, as the brightness ratio increases,
they essentially blend into the single stars class with rfimitie boundary.

We present the classification as a function of three parasjdtestead of only two as in the
previous cases. These parameters are the brightness B&)o €ffective temperature of the
primary Teffl, and the G magnitude. The top two panels of FEiglishow the distribution of
misclassified sources in GMag-Teffl and GMag-Brightnese sgtace.
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FIGURE 8: As Figures 5 to 7, but showing the Apec stars in Teff versus G magrspate. The
library is more sparse than the preious examples. The misclassified satecgdit between
Unknown and quasars, and are concentrated at the high temperadwktke distribution.

4.2 Class fractions

We have discussed briefly several times the fact that the fiastions encountered by Gaia will
be highly unbalanced. In the version of the code discusses] thee class imbalance is built into
the positon-Gmag classifier. In the future we intend to idelit as a separate prior.

The test sets we have used are composed exclusively of sduoce a single input grid. In this
way ,we can anlyse which grids are better classified, andhtlgfges of objects within each grid
are still problematic. If we want to assess the overall peronce of the classifier, however, we
have to take the class fractions into account, not only inctassification itself, but also in the
importance of various contaminating populations.

when assessing the result, we can definectivapletenesms a particular class as

completeness; = %, (10)

wheren, ; is the number of objects of true clas<lassified as output clagsand JV; is the
total number of input sources of classlinput sources can be lost from the output class due to
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misclassification into another class, or by remaining wsifeed due to an insufficiently high
classification confidence. Thm®ntaminatiorof the output sample can be defined as the number
of falsely classified sources of that class divided by the memof sources classified into that
class, whether correctly or incorrectly,

contamination; = M (11)

D i Mi

The second of these has strong implications for assessnugttiormance of the classifier in the
case of strongly unbalanced class fractions. If we conglueicase of quasars contaminating
stars, quasars are comparatively rare, so if we have equabens of each in the test sets, we
would have to adjust the quasars down by a factor of 100 or eoget the real expected con-
tamination. If we consider normal stars contaminating thipot quasar sample, the opposit is
the case. We would have to multiply the number of contanmigastars up by an appropriate
factor to get the true contamination.

If we consider the case of SDSS stars in Table 4, we see tha0d8% of the stars are misclas-
sified as quasars. If the stars are 100 times as numerous sarsuaowever, we would expect
the true fraction of contaminants in the output quasar sartpbe of order 8%. The factor of
100 is probably conservative. for the Phoenix random tdstisesituation is worse, with 0.34%
of the input sources being misclassified as quasars, whichdvwanslate to 34% of the output
guasar sample with a ratio of 100:1.

We investigate the effects on the completeness and corditionnof the output quasar sample
caused by varying the assumed class fraction and also thalptity threshold for classification.
For this experiment we use only the photometric classifier.sWdrt with a 1:1 ratio of quasars to
stars and reduce the number of quasars. This has two effexds.the class fraction prior in the
classification is adjusted so that quasarsaapeiori less likely. This effect reduces the posterior
probability of a source being a quasar (left-hand plot oluFégl0). If the posterior probability
for a source falls below the selected threshold, the sounagesdut of the output quasar sample.
A threshold of 0.67 is indicated by the horizontal line in teft-hand plot of Figure 10.

This tends to reduce the completeness (green curves indFigyrright hand side). It also in-
creases the contamination, since the contaminating seais@veighted’ proportionally to their
relative class fraction. However, the increasing prioryaiaility against quasars in the classifi-
cation eventually excludes the contaminating stars, ogusie sharp falls in the contamination
seen in Figure 10. The contamination will tend to fall in tlead term if the contaminating
sources tend t obe less probably quasars than the true guasar
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FIGURE 9: Similar to Figures 5 to 8, but with a slight change in format. These plots illustrate
the performance on hpysical binaries in the cycle 7 results. We investigagegarameters, the
G magntude, the effective temperature of the primary ,Teff1, and the begghtatio, BR, which
is in factlogi9 L1/ L2, the log of the bolometric luminosity ratio. On the top row we show plots
of the Teffl against GMag, and BR against GMag for the input soutdésclassified sources
are plotted with large symbols. Colour coding for misclassified sources k4IANKNOWN,
red=STAR, scarlet=WD, green=QUASAR, blue=GALAXY. The plots in th&ldle row and
the left-hand plot on the lower row show the cumulative distributions of alltispurces (blue)
and misclassified sources (red), as well as the distribution of a unifamplsawith the same
size as the number of misclassified sources (black). At lower right w& ahidstogram of the
classifications distributed by brightness ratio (classification threslitfldass) = 0.5) The red
histogram shows sources classified as binaries, blue indicates stamsndicates Unknown,
green indicates Quasars, and black indicates Galaxies.

Gaia DPAC Document 27



Gaia DSC status report
PAC CU8-MPIA GAIA-C8-TN-MPIA-KS-019-01

P(C)

log(Fc) Class fraction

FIGURE 10: At left, the result on the output probabilities from the photometric classifie
varying the fraction of the input class (in this case Quasars). The logdfahtion of sources
is shown on the x-axis. The threshold for classification is indicated with iazdrgal line at

P=0.67. probabilities still accepted as quasars are plotted in green actddajegions are plot-
ted in red. On the right is shown the resulting completeness (in green), ardtitamination
(red). Both these are plotted for various classification thresholds betwBend 0.95.
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4.3 Test on high radial velocity stars

The DSC was tested on stellar data with varying Radial veloclthe dataset is the cycle 5
VRAD grid, with 40 objects. The radial velocities for objeatsthis grid ranged from zero to
five hundred km/s. Only the photometric classifier was usethis test.

4.3.1 Results of radial velocity test

Figure/ 11 shows the probabilities from the photometric fagsifier versus the four varying
parameters Teff, logg, Fe/H and Rv. Table 5 shows the numbasroéct and incorrect classifi-
cations broken down by parameter.
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FIGURE 11: Plots of P(Star) versus various parameters for the radial velocityGesckwise
from top left: Teff, logg, Rv and Fe/H.

The results for this are broadly consistent with the redoltshe main stellar libraries of cycle
5 data, which had a correct classification rate of 70% for Bdttics and Basel (Table 4).
The correct classication rate might be skewed by the presehmore low temperature stars
compared to the cycle 7 test sets - the low temperature stakeey badly classified.

The main conclusion is that there is no clear evidence of #fiegteof the varying RV on the
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P>067 P <0.67 % correct
Teff=4000 3 13 18.75
Teff=4500 12 4 75.0
Teff=5000 5 3 62.5
logg=2.5 15 5 75.0
logg=4.5 15 5 75.0
Fe/H=0. 10 14 41.67
Fe/H=-1.5 10 6 62.5
RVv=0. 6 4 60.0
Rv=100 4 6 40.0
RvV=250 5 5 50.0
Rv=500 5 5 50.0
Overall 20 20 50.0

TABLE 5: Correct and incorrect classifications, with a P=0.67 threshold, éovdhious param-
eter values in the radial velocity test.

classification performance.
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4.4 Overlapping stellar libraries
4.4.1 Overview

We test the performance of the DSC on the overlapping regitiie cycle 5 data stellar libraries.
For this test, only the photometric classifier was used.

4.4.2 The libraries

The Basel library in cycle 5 includes stars with00 < Tef f < 15000K. The Marcs library
has4000 < Teff < 8000K, while the A stars library cover8000 < Teff < 15000. Thus
the region froml’ef f = 4000 to T'e f f = 8000 is covered by both Basel and Marcs, whilst the
region fromTef f = 8000 to Tef f = 15,000K is covered by both Basel and A libraries. There
is no overlap between Marcs and A. We prepared data fromraktandom libraries with G=15.

Figurel 12 shows the distributions of stellar parametergHeroverlapping regions only. The
distributions of Teff and A are broadly similar. There are differences between theauiies in
logg and metallicity.

Figure 13 shows the median spectra for the stars in the @ung regions. The Basel and Marcs
median spectra between 4000K and 8000K are almost identicalmain visible difference is a

notch at the top of the RP spectrum. The A stars median spedrapparently somewhat bluer
than the Basel median spectrum between 8000K and 15000Kmiyiseflect differences in the

metallicity distribution.

4.4.3 Results of the overlap test

Figure 14 shows classification results for the objects imtrelapping regions for each library.
These results were obtained with DSC V7.1 with Astrometiassfier and PostionGMag classi-
fier turned off, i.e. photometric classification only.

Tablel 6 shows the numbers of objects correctly classified Ritstar) > 0.5 and P(star) >
0.67 for the overlapping libraries, and also the number of olsjéat which P(star) < 0.5. The
most significant difference seems to be the much lower nusiflaation rate for the A library
compared to the Basel library in the same region.

Figurel 15 shows the cumulative distribution functions f¢gtar) for the three libraries over
their whole range (i.e. the whole range of the BaSeL libraryhe cumulative distribution
for BaSeL simply shows cumulative P(Star) versus number gdotd, with the objects sorted
according to increasing Teff. A steep slope in this graplcatgs generally a good classification
performance, whereas a shallow slope indicates poor peafoce. Dashed lines are plotted for
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FIGURE 12: The distributions of parameters for stars in the overlapping regidms.p@ram-
eters shown are Teff, Av, logg and Fe/H. On the top row are shown tkrébdisons for both
Basel and Marcs in the region betweEaf f = 4000 andT'ef f = 8000K. The Basel distribu-
tion is plotted in black and the Marcs in red. On the bottom row are the distributicBasel
and A stars betweeRef f = 8000K andTef f = 15000K. The Basel distribution is again in
black whilst the A stars distribution is plotted in red.

P(Star)¢,0.67 P(Star)¢,0.5
Basel 4000-8000K 8,205 (93.2%) 8,500 (96.5%) 302 (3.4%)
Marcs 4000-8000K 13,469 (89.9%) 14,231 (94.9%) 759 (5.1%)
Basel 8000-15000K 4,210 (94.4%) 4,392 (98.4%) 70 (1.6%)
A 8000-15000K 9,983 (99.9%) 9,951 (99.6%) 5 (0.05%)

TABLE 6: Numbers and percentages of stars classified correctly at P=0.5 arth&¥Rhresh-
olds, and numbers of objects falling short of P(star)=0.5, for the queirig libraries.
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FIGURE 13: In the top panel, the median spectra for the overlapping region beBaseh and

Marcs (4000K to 8000K). Basel is plotted in black and Marcs in red. Teetsa are almost
identical. In the bottom panel, the median spectra for Basel and A in the ppértaregion

(8000K-15000K). Basel is shown in black and A in blue. Here, the Asstpectrum is bluer
than the Basel.
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FIGURE 14: Classification results. On the left, the results of Basel and Marcsfidatien
between 4000K and 8000K. Marcs results are shown in red and Bab&dk. The y-axis
shows the object density, but the histogram bins are equal so the two mat&rectly com-
parable. The Basel histogram has a higher proportion of objects in thgrabpbility bin and
so the classification is more successful. On the right, the same comparisBadelrand A
stars libraries in the region between 8000K and 15000K. The A stars aiedn The A stars
classification places a greater proportion of objects into the top bin, anchsaréssuccessful
by that measure.

the cases P(star)=0.5 and P(star)=0.67. Also shown onthe @&s are similar curves for Marcs
(red) and A stars (blue). These are shifted so that they ataine same point as the first Basel
star with the minimum temperature of the library - the Marasre starts at the first Basel point
where Teff=4000K, the A star curve starts at the first Basettpoith Teff=8000K. The curves
are also scaled to the same number of objects as there aeeamdhapping section of the Basel
grid. This means they also end at the points of equivaleritofethe Basel curve. Both the x and
y values are scaled by the same factor, so the slopes arédydocemparable.

From Figure 15 it can be seen that the Basel grid is quite padalysified between 3000 and
4000K, where the Marcs grid starts. The average P(starj$ibegely over 0.5. The performance
improves after this and is reasonably consistent for thefese temperature domain. The Marcs
slope is slightly shallower than the Basel one and the A stigistly steeper, which supports the
result seen in Figure 14.

Figure! 16 is similar to Figure 15, but shows instead the fatsgative rate, or more accurately
the number of objects for whicR(star) <= 0.5, with the objects sorted by Teff. As before,
the Marcs and A stars curves have been shifted and scaledtsbély occupy the same domain
as the overlapping Basel points. The change in performancBdseel is very clear. Of the
1151 total misclassifications in the Basel library, 778 odousources witti'e f f < 4000K and
989 for sources witlef f < 5000. Only 162 occur for sources withef f > 5000K. The
Marcs misclassifications are also clustered at low temperat with 596 out of a total of 759
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FIGURE 15: The cumulative true positive probabilities (i.e. P(star)) for Basetkdlae) Marcs
(red) and A stars (blue). For the Basel plot, the x-axis indicates the nuohlodjects sorted
on Teff, from lowest to highest. The y-axis is the cumulative P(star). thlwedashed lines
show the rate of increase of cumulative P(star) if all values were 0.5 (ldashed line) or 0.67
(upper dashed line). The Marcs and A stars curves also show cuneubdttar) versus number
of objects in increasing Teff order, but their start points have been dtovibe equivalent point
on the Basel curve (i.e. where Tgff,.; 1=Teffp.s;) and both the x and y values have been
scaled by the ratio of the number of Basel sources in the overlap regioa totdl number of
objects in the Marcs or A star library. This means the segment correspaiodifog example,
Marcs, occupies the same domain as the Basel stars of equivalent tampmesad the slopes
are comparable since baotlr anddy are scaled by the same factor.
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FIGURE 16: The cumulative false negative rate, with objects sorted for incredsifig The
Basel curve is shown as-is, the Marcs (red) and A stars (blue) diredséo that their start point
coincides with the corresponding point in the Basel distribution, and the stthese curves is
multiplied by the ratio of the number of Basel points in the overlapping region touh#er of
Marcs or A stars points, so that these curves occupy the same domainaa&tlagping Teff
region of the Basel curve.
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misclassifications occuring &t f f < 5000K.
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FIGURE 17: Distribution of misclassified sources (false negativéstar) <= 0.5) for Basel,
Marcs (red) and A stars (blue).

Figure 17 shows that the Basel and Marcs misclassificatiamd@minated by low-temperature
sources.

5 Comparison of different subclassifiers

We examine the correlations in the performances of theréifitesubclassifiers.
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FIGURE 18: Distribution of output probabilities for the Phoenix random grid fromiouzs
subclassifiers. Clockwise from top left: combined probability, photometosjtipn-Gmag
and astrometric. The frequencies are plotted on a log scale becausef iti@sbims have few
counts. Where the frequency is zero, the value of log(N) has beéa seto. Note that there
are no negative values of log(N) as there are only integer numbergeuitsin each bin.

Figures 18, 19 and 20 show the histograms of the various pilitlgaoutputs for the Phoenix
random, SDSS stars and SDSS quasars tests respectivelyisibgrams are plotted on a log
scale because of the large contrast between counts closedtoizone and counts in the middle
of the range.

From these plots, one can see that the photometric clagsitieides the strongest positive ev-
idence for the correct classification. The Astrometric sifiger for the phoenix and SDSS stars
has many sources witR ~ 0, which are then misclassifications. This is not true of thasgus,
which have a prominent spike &t~ 0.45 (the probability from the astrometric classifier is split
equally between the quasars and galaxies).
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FIGURE 19: As Figure 18, but for the SDSS stars.

In Tables 7| 8 and 9 we show a breakdown of the subclassifiattsesThese tables are each
subdivided into sixteen cells, to show the correct or inearclassification according to all three
subclassifiers, plus the overall res@t & 16).

The eight cells in the left hand half of each table show thelmemof sources correctly classified
overall, whilst the eight cells in the right half show the ragnincorrectly classified.

The top two rows of the table show the sources correctly ifledsy the photometric classifier,
the lower two rows the misclassified sources. We use a thigesh® (correct) = 0.5 as the deci-
sion boundary. Note that in the DSC full results, the deaisioundary for correct classification

is at P(correct) = 0.67.

The left hand side of each half of the table (i.e. columns 1Znshows the number of sources
correctly classified by the position-G magnitude subcfessi For the purposes of this table,
we have removed the effect of the class fraction prior frompghsition-Gmag probabilities by
dividing through by an estimated prior, replacing with ama&gprior, and then renormalizing.

0.94

0.96
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FIGURE 20: As Figure 18, but for the quasars.

The prior divided out was chosen so that roughly 50% of thesstgere misclassified by the
position G mag classifier. A factor of 25 increase in the qupsar was found to achieve this.
The threshold for correct quasar classification is set t6%,2because the probability for an
extragalactic object is split equally between the quasdrgaaxy classes. Even with the class
fraction prior removed, very few quasars were misclasshiethe position-Gmag classifier. One
reason for this is that the test quasars all h@ve 15, whilst the stars are evenly distributed over
a wide range of magnitudes & G < 20).

Finally, rows 1 and 3 show the number of sources classifiegctly by the astrometric classifier,
and rows 2 and 4 show the number of sources misclassified sth@metric subclassifier. For
the quasars, the threshold is ag&itQso) = 0.25, because the probabilities are split between
guasars and galaxies.

From Tables 7, 8 and 9 we can note particularly the meaningeofdllowing elements;
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Py > 0.5 \ P,y <05 \
Pros > 0.5 Ppos < 0.5 Poos > 0.5 Py <0.5

Pohot > 0.5 | Pac > 0.5 | 3404 3246 0 0
Pic < 0.5 | 2408 724 0 17

Pohot < 0.5 | Pac > 0.5 3 25 0 0
Psc < 0.5 1 0 0 19

TABLE 7: Breakdown of results by subclassifier for Phoenix random test Agirobabil-
ity threshold of 0.5 is used in this classification, in contrast to the main resuttapbe it is
easier to understand. 2516 sources WifUNKNOWN) = 1, P(UNDEFINED) = 1 or
P(UNCLASSIFIED) = 1 for any subclassifier were omitted, leaving 7 484 test sources in the

sample.
P, > 0.5 P, <0.5
P = 025 Ppoy <025 Do > 025 Phow < 0.25
Pohor > 0.5 | Pac > 0.25 | 66480 4 1 0
Pac < 0.25 83 0 1 0
Pohot < 0.5 | Pac > 0.25 216 0 898 0
Pic < 0.25 0 0 1 0

TABLE 8: Breakdown of results by subclassifier for quasars. A probabiligstiold of 0.5 is
used for the overall classification and the photometric classification, brdabalpility thresh-
old of 0.25 is adopted for the position-Gmag and astrometric classifiergjseoathese cases
Quasars and Galaxies are indistinguishable and so the probability tendsspiitdeetween
them (in the case of the astrometric classifier, it is formally impossiblePfd@dso) to rise
above 0.5 because of the split with galaxies). 2872 sources RGINKNOWN) = 1,
P(UNDEFINED) = 1 or P(UNCLASSIFIED) = 1 for any classifier were omitted, leav-
ing 67 684 test sources in the sample.

P> 0.5 P,y <05
P =05 Po.<05 P =05 Py <05
Do =05 [P~ 05 [ 17282 19797 0 0
Pyo < 0.5] 12038 176 0 17
Pohot < 0.5 | Pyc > 0.5 92 499 2 7
Pac < 0.5 50 2 7 20

TABLE 9: Breakdown of results by subclassifier for SDSS stars. A probabiligstiold of 0.5
is used in this classification. 12 104 sources WifUNKNOWN) = 1, P(UNDEFINED) =
1 or P(UNCLASSIFIED) = 1 for any classifier were omitted, leaving 37 896 test sources in

the sample.
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Row 1 Col I These are the sources classified correctly by all sub@kssiFor all the classes,
many of the objects end up in this bin.

Rows 3 and 4, Cols 1 and Zhese sources are misclassified by the photometric classitie
are correctly classified overall based on the results oteitine astrometric subclassifier or the
position Gmag subclassifier or both.

Row 4 Col 2These sources are incorrectly classified by all the subfitxss yet end up overall

in the correct category. This applies to only one sources Tésult may seem counterintuitive,
but in fact if all the subclassifiers return a moderate prdialess than a half for a particular
class, but can’t agree amongst themselves on an alterméds® one can see that this can occur
(see discussion in section 2.1.2.

Rows 1 and 2, columns 3 and Zhese sources are correctly classified by the photome#assil
fier, yet end up misclassified because of the results of onetbrds the other two subclassifiers.

5.0.4 Results breakdown and discussion

For the Phoenix stars, a large majority of objects are dladsiorrectly. A total of 29 objects are

misclassified by the photometric subclassifier, but 'sabgdhe astrometric and position Gmag
subclassifiers, and a total of 17 objects correctly classiiethe photometric subclassifier are
ultimately misclassified due to the two other subclassifiers

For the quasars, the largest category of objects are cibgifirrectly overall and by all the
subclassifiers. 216 objects are misclassified by the phdtanodassifier but correctly classified
by the position-Gmag nad astrometric classifiers and endupaly classified. A total of two
objects are correctly classified by the photometric classibut end up misclassified due to a
combination of the position Gmag and astrometric classifiend the class fraction prior. 899
objects are misclassified, despite correctly classifiedhbypbsition-Gmag classifier.

The SDSS stars results resemble those of the Phoenix staes.m@jority of the objects are
spread between the three bins at the top left. A total of 448ces are misclassified by the
photometric classifier, but end up correctly classified dubé other subclassifiers and the class
fraction prior. A total of 17 sources are correctly classifiiy the photometric classifier, but are
eventually misclassified due to the other subclassifierglangrior.

6 Robustness against damaged data

A subclassifier is not run if the input data are missing, oral\’6 or saturated values are present.
The performance of the photometric subclassifier was imyegstd in the case of various types of
other damage or imperfection to the BP or RP spectra, or emaheioverall flux or wavelength
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calibration.

6.1 Data sets

The damaged data models are very simple, since the exa@gsiog method is not yet estab-
lished and the likely data problems are not yet known. Westigate four types of compromised
data. They are:

e Hot pixels, caused by cosmic ray hits or possibly other eszent
e Cool pixels. Cause unknown.
e Bad flux calibration, causing the G magnitude to vary fromriig tvalue.

e Bad wavelength calibration, causing a global shift to thespen.

We prepared simple versions of these types of data from ttle &ysimulations, which include
various types of stars, quasars, galaxies, binaries ang \ahiarfs. We selected objects which
were (reasonably) well classified in their unaltered fornmg applied a progressive degradation
to the data, to find out at what level the classification betprize compromised. We carried out
tests for normal stars (MARCS library), galaxies and QSOs.

For each class of objects, one hundred reasonably wellifotmsexamples were first selected.
By 'reasonably well classified’, we mean that the true posipvobability was greater than 0.5
for the undamaged spectrum.

The simulated spectra are provided with 180 resolution efes) corresponding to a factor of
three oversampling with respect to the BPRP pixels. For tlsis tee resampled the spectra to
the approximate pixel sampling of the BPRP chips (60 elemantach of BP and RP), before
clipping the low signal elements at the edges. The modelg wamed on the remaining 86
resolution elements from both BP and RP.

For the 'hot’ and 'cool’ pixel datasets, the data degradetias carried out on each pixel in turn.
Fifty different 'degrees’ of damage were applied for eactepi

For the wavelength calibration and flux calibration tegts,whole spectrum was affected (there
is no pixel-by-pixel test). For the flux calibration, the walof the G magnitude in the calPhot-

Source was altered progressively. For the wavelengthredilim, the entire spectrum was resam-
pled with pixel bins shifted by up to 1 pixel redward and blaegvof the true spectrum centre.

A renormalization was carried out to ensure that the flux veaxserved.
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6.1.1 Hot pixels

A three dimensional grid of data was built for this experitmer one hundred objects by 86
pixels by 50 different hot pixel 'strengths’. Each of the 8&gts, in BP and RP, used by the DSC
cycle 7 models was degraded in turn. The hot pixel is gengtatanultiplying the original flux
by a factor

f=1.+i/10. i=1,..50 (12)
(13)

so there are fifty hot pixels of different 'strengths’ for badfected pixel.

The damaged data grid is run through DSC with the normal nscahailable (see cycle 7 doc-
umentation for DSC). The output probabilities (from the BPRBctassifier) are represented in
Figure 21 for the stellar spectra, Figure 22 for the galaaies Figure 28 for quasars. These are
the average probabilities over 100 objects.

These figures indicate that the classifier performance it qaifongly affected by hot pixels
across the whole range of pixels. for the most sensitivelpixeisclassification can arise for hot
pixels of a factor of order 1.5 in flux. In one or two cases, tireshold is even lower.

In these Figures, misclassifications have been colour cadearding to the class assigned. The
assigned class is the largest probability in the BPRP prabakéctor. It should be borne in
mind that the class assignments are based on the averaggtd,res may not reflect the true
statistical distribution of misclassifications in the data

For the MARCS (stars) data, the presence of blue and red paoiriteeimisclassification area
indicates a tendency for the stellar spectra to be misdiegss binaries or quasars. As the hot
pixels become extreme, there is a greater and greater teynftamthe sources to be classed as
UNKNOWN (black points in the Figure). This is encouraging asdicates that the outlier
detector is excluding strange objects from the classibogtroper.

For the galaxies plot, most misclassifications are into thesgrs class (red). Again, badly dam-
aged spectra are classified as UNKNOWN.

The quasars plot is interesting as it indicates that no emsdications occur into other astro-
physical classes, but rather that all damaged spectra assifidkd as UNKNOWN. We stress
again here that the output classes have been assigned basgdraged probabilities over all
one hundred sample objects, not on the basis of individustlassifications.
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FIGURE 21: The performance of the classifier on stellar spectra damaged by dh®madf
spurious extra flux to one pixel (a hot pixel). The classifications ardieappased on the
average probability over all one hundred sources. The x-axis sti@ysxel number affected.
The combined BP and RP spectra cover 86 pixels, after accountingsimming and edge
clipping. The y-axis is the factor applied to the original flux in the affecte@lpiXhe size of
the plotting symbols represents the probability returned that the object is @vbiiah it is).
Larger symbols represent larger valuesitffstar). Additionally, symbols are colour coded
according to the most probable source type. This would correspond tdabsification in
the event that there is no probability threshold applied. Green symbolsaase red symbols
quasars, blue symbols binaries, grey symbols white dwarfs, pink symieaskaxies and black
symbols are unknown.
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Spike factor

Pixel

FIGURE 22: The performance of the classifier on one hundred galaxy spestragkd by the
addition of spurious extra flux to one pixel. Axes, symbols and coloursianiéar to Figure 21,
except that now the size of the symbols indicates the returned probabilitththaburce is a
Galaxy, rather than a star.
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FIGURE 23: The performance of the classifier on one hundred quasar spect@ged by the
addition of spurious extra flux to one pixel. Axes, symbols and coloursianiéar to Figure 21,
except that now the size of the symbols indicates the returned probabilitththaburce is a

quasar, rather than a star.
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6.1.2 Cool pixels

This is similar to the hot pixels data. All 86 BP and RP pixelstasted in turn with fifty different

levels of flux loss. Pixel fluxes are multiplied by the factor

F=1/1.+01%i);i=1,..50,

to introduce the 'cool’ pixel. The results for one hundrearst one hundred galaxies and one

hundred quasars are plotted in Figures 24 to 26

(14)

These figures show again that, for sensitive elements, ewelesh alterations of the flux value
can cause misclassification of the source. Values of thelifgpdactor’, by which is meant
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