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1 Introduction

This sudy concerns exiding asronomical systems and their relevance to the Gaia misson.
The author has recently taken up the post as Gaia Science Data Processng Manager and has
undertaken a survey of some exiding science projects to assg in the find decison on the
Gaia core system design as wdll as the management of the Gaia Data Processing and Anadyss
Consortium (DPAC). Many ideas are presented here, backed up by content from the survey.

One problem with a technology Sudy is of course the rate of change of technology and the
possble sdeness of some of the solutions. Astronomica projects tend to gpan decades — the
technology sdected a the beginning of a project may not be the technology of choice to carry
out such a project agan a the end. Within the lifecyde of the project itsdf this problem of
daeness needs to be dedt with, how may nimbleness be incuded in such a lage
undertaking? Work practices, management of people and software may be tranferable. There
may be lessons to be learned.

A brief overview of Gaa its indruments and the complexity of the processng are provided in
Section 2

The author conducted a series of interviews with key individuas in many projects and these
aresummarised in Section 3 and presented in full as appendices.

Some thoughts on gpplicability to Gaia are presented in Section 4 and conclusons are draw
in Section 5.

William O’Mullane 5
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2 Gaia

Gaa is an incredibly excting cornerstone misson of the European Space Agency (ESA).
ESA is due to launch the 2000kg Gaa sadlite in 2011 on a Soyuz-Freget rocket. It condsts
of two Agtrometric ingruments as well as a photometric-radid veocity ingrument alowing it
to build a phese space map of our gdaxy. One may trividise Gaa saying it is Smply
Hipparcos 11, yet it is sO much more. Hipparcos accuraidy observed 140,000 objects whereas
Gaa will obsarve cdosx to one thousand million gdactic and extragdlactic objects. The
accuracy predicted for Gala is ds0 unprecedented, in the microarcsecond range, it will
obsarve fanter objects than Hipparcos down to down to G=20 meagnitude (where G is the
passband of the adrometric ingrument). The addition of the radid veocdty insrument
addreses a mgor shortcoming of the Hipparcos misson dlowing correct velocities in dl
three dimensons to be cdculated. The potentid scientific benefits of Gaa are practicaly
innumerable. The data processng required to produce a Gaa Caadogue from which these
scientific benefits may be regped is, however, non trivid.

Figure 1. Predicted number of transits over the five-year mission (Jos de Bruijne/ESA)

William O'Mullane 7
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21 TheMission

Gaa will be injected into a Lissgous orbit aound the Sun-Earth Lagrange point L2, where it
ddl spin for five years obsarving the whole sky, conducting a census of one thousand
million objects obsaving eech goproximatdy one hundred times Fgure 1 plots the
predicted sky coverage for Gaia's Astrometric telescopes showing a minimum of fifty trangts
over mogt of the sky. A trangt for Gaia means an object crossing the foca plane.

2.2 Astrometric I nstruments

The sadlite contains two Astrometric telescopes [26] with a fixed angle of between 90 and
106 degrees between them, the exact angle mugt ill be findised. The viewing directions of
both telescopes overlgp on a common focd plane. The entrance pupil is 1.4 m x 0.5 m and
the foca length is 46.67 m for each Telescope. Figure 2 shows the two primary Asro mirrors
and thefocd plane they eventudly reflect onto.

The Adro focd plane [27] functiondly conssts of three CCD drips the Adrometric Star
mapper (ASM), the Adtrometric fiedld (AF) and the Broad Band Photometer (BBP). The
mosaic contains 180 Charge Coupled Devices (CCDs) with pixels of 10 micrometers dong
scan X 30 micrometers across scan Sze (44.2 mas x 132.6 mas). The first two columns of
CCDs form the ASM, which works out trangt of objects crossing the focd plane, thus
dlowing efficient reedouts of the CCDs in the man focd plane. The man Astrometric
measurements are made in the AF in the next deven columns of CCDs. The find five
columns of CCDs form the BBP, which provides multi-coloured photometric measurements
for each object. Figure 3depicts the Agtro focd plane.

William O’Mullane 8
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Figure 2. The scientific payload. (Astrium)
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Figure 3. The Agrometric focd plane showing the 18 srips of CCDs and indicating the

direction in which objects will cross the plane. The large red box is the fied of the
Astro-1 telescope while the large green box is that of Astro-2. (Astrium)
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The predicted accuracy for Gaia astrometry is a few microarcseconds to G~12. From G=12 to
G=20 noise will have an effect but 20-25 microarcseconds are expected to G=15 ranging to a
few hundred microarcseconds @ G=20. These accurecies are only possble given the
datidica effect of having ~100 measurements per object, the focd plane itsdf will not make
such an accurate individud measurement.

2.3 Photometric and radial velocity instruments

Gaa contains a third telescope which feeds the so cdled Spectro ingtrument, composed itsdf
of two instruments. The first instrument is the Radid Veocity Spectrometer (RVS) primarily
desgned for the acquistion of radid veodties [30] and the second is the Medium Band
Photometer (MBP). The telescope viewing direction is in the same plane as the astrometric
indruments but a an angle of 38 degrees from Adrol. The entrance pupil is 0.25m? and the
focd length is 21m [32]. The Spectro primary mirror and focd plane podtions are depicted
inFgure 2

2deg = 1205 = 74 mm

158,
Vignetted field MBP #1
0% field height 1.6 deg
(60 mm)
RVSM RVS
(located in telescope field height 1.6 deg
facal plane, in T (60 mm)
vignetted field)
MBP #2
) field height 1.6 deg
o (60 mm)
Vignetted field
15%
Image motion
—_—
Figure 4. Spectro foca plane showing the spectrograph and the two Medium Band Photometers

(MBP). The RVS sky mappers (the block on the diagram is actualy smdler than it
should be) precede the spectrograph which is aigned with the MBPS'. (Astrium)

! Thefocal plane depicted in thisfigure is now obsolete a new figure was not available at time of submission.
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The Spectro focd plane Fgure 4) is in two disinct physcd planes The RVS Sky-mappers
and photometric detectors are located a the telescope focus while the spectroscopic
ingrument CCDs are located at the spectrograph focus [31]. The RVS Sky-Mappers consst
of 8 CCDs of 336x3930 pixds. As with he astrometric instruments the RVS Sky-Mappers
are used to sdect which pixels need to be read out from the spectrograph field of view. The
RVS Sky-Mappers provide Magnitudes in the “spectrograph photometric band” and are adso
used to detect Near Earth Objects.

Each of the MBP blocks consst of 2 sets of 8 CCDs (smilar to the Sky-Mapper CCDs).
Again the firsd CCD or two (sill TDB) will be used as Sky-Mappers and the remaining CCDs
will be coated with 11 different Photometric filters.

The Spectrograph focal plane conssts of 6 Low Light Level CCDs of 1010x3930 pixés.

RVS will provide radid velodties and about 100 individud spectra for up to 250,000 million
das. This done will make Gaia one of the largest sources of spectra (Soan will only have 1
million when it isfinished). The instrument has an arcsecond positiond accuracy.

24 Scientific Benefits

A search for Gaia on astroph yidds 133 papas (May 2005) covering a broad range of
scientific topics. Gilmore et d. [14 summaise the prime scientific possbiliies with a
thousand million object photometric and kinematic survey:

The higory of our gdaxy: tes hierarchic formation theories, inner bulgelbar dynamics,
dik/hdo interactions, dynamicd evolution, what is the wap, da duder disuption,
weigh spird dructure, sar formation higtory, chemicd evolution, link to high redshifts.

Sdla evolution: detect rgpid evolutionary phases, quantify preman sequence evolution,
complete census of loca neighbourhood.

Sdlar formaion: dynamics of dar forming regions, luminogty function for pre-main
sequence stars.

Brown dwarfs: census of brown dwarfs in binaries.

William O’Mullane 11
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Planetary systems: complete census of (Jupiter Size) planets around 3x10° dtars.

The Locd Group: rotationd pardlaxes for Locd Group gdaxies, kinematic separation of
sdlar populaions, gdaxy orbitsto give cosmologicd higory.

Beyond the Locd Group: padlax cdibration of distance scae, zero proper motion QSO
survey, photometry of 16 galaxies.

The nature of matter: gdactic rotation curve, disk mass profile from veocity dispersons,
internal dynamics of Loca Group dwarfs.

Fundamental physics: determine the space-curvature parameter ? @ 10°.
Reference frames: define the local metric.
Serendipity: thefirgt dl-sky, multi-colour, multi-epoch phase-space map.

A more comprehensve scientific case (100 pages) for Gaa is lad out in the Concept and
Technology Study report (the red book) [13]. The Red Book is the document which
culminated Phase A of GAIA before it was chosen as ESA’ s fifth cornerstone mission.

25 GaiaProcessing

The author has long been interested in the globd processng solution [22] for Gaia and indeed
cortributed a section [13] to the red book on the topic. Gaia processng differs from other
adronomy missons because of the indrument design. To achieve the microarcsecond
adrometry required to provide the scientific bounty oulined in [13] a rather complicated
datistica processng must be carried out on the data.

Condder that the fidd of view for Gaa is about 04 degrees [26] congding of pixds
44.2x132 milliarcseconds in sSze. With centroiding capability of 100" of a pixd this gives a
rough accuracy of 1 milliarcsecond for the ingtrument. Add the postiond uncertainty of the
satdlite itself to this and it becomes clear there are issues to be addressed. Gaa offers the
community accuracies of about 24 microarcseconds for objects G=15 and brighter. Each
object will be observed aout 100 times [28] on average. By congtructing a mode for the

William O’Mullane 12
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das postion based on the multiple podtions observed over the misson and the sadlite
pointing (and other factors) a more accurate edimation of the observationd parameters may
be computed. In a amilar way the pogtions of the multiple objects observed by the par of
astrometric telescopes over time may be used to build a more accurate representation of the
sadlites atitude’. This is a feedback system, where improving one measurement improves
the other — the intention is to iterate over these solutions until convergence is reached. This is
of course an iterdive and didributeble solution for the otherwise intractable problem of
solving millions of equetions for the astrometric parameters of millions of gars

The iteration of the dgorithms requires access to the data in the spatial and time domains,
Some of the dgorithms require access to dl observetions of a given object eg. astrometry
and photometry cdculaions, other dgorithms require dl the daa in time sies eg. to
recondruct the sadlite pointing accurady or to cdculate chromaicity [29] or other
cdibration vadues over time. This process is refared to as the astrometric Globd Iterdive
Solution (GI9).

After, or smultaneoudy with, the cdculaion of the asrometry the other parameters must
dso be cdculaed. Expet groups around Europe will ded with photometry, bright dars
variable stars and spectrometry to name but a few. Many of these tasks in turn rely on output

from the astrometric GIS and esch other. The precise organisation of this is currently

unknown but it is dear alarge integration task will be required to put the catal ogue together.

2.6 GaiaData Flow

The exact daa flow for Gaa is not known and will probably not be dear until end 2006 or
2007, but one may try to surmise what this might look like. Figure 5 depicts a possble
dataflow cored around a Gaia Main Database as foreseen by the author. A version of this data
flow was presented to the Data Andyss Coordingion Committee (DACC) a ther first
medting early in 2005. The author is heavily involved in the complete definition of the Data
Flow and is amember of the DACC.

The satellites attitude is its current position in space — onemay think of this as the pointing.

William O’Mullane 13
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Here Gaa data is picked up a Cebreros or equivdent ground dation and trangmitted to
ESOC (European Space Operations Centre). ESOC routindy achives dl tdemetry and
genedly is the didribution centre for it. One could condder getting data directly from the
ground dation but then if the dation is switched it would adso be necessary to switch the
recaving sysem — ESOC is dready wdl equipped for switching ground detions. In Figure 5
a pass denotes one period of vighility of the satelite which may vary from 8 to 11 hours
goproximately. This represents about 24 hours of data.

EGSE (Electricd Ground Support Equipment) or other Smulation data may be injected in the
system at various points. Currently the GDASSII (Gaia Data Andysis Software Study) tests
are run with Smulated data

Either a& ESOC or another location “Firs Look” andysis will be carried out. It is not clear if
the red time data from Gaa during the pass will be trangmitted independently to the ground
and swiftly sent to Firs Look in an dternative stream to the data stored on board If this were
to be the case some near red time detections of interesting events could be performed. In any
caxe Firg Look will produce the firs milliarcsecond postions of observations from the Gaa
Pass. After Fird Look some cdibration is gill needed for the photometric and spectroscopic
reedings. These ae further refined by iterdtive processng and gpplication of the globd
derived parameters such as chromaticity. After cdibration the data for the entire pass may be
stored in a Pass Database (probably in some form of file system)

Next the ingesor would ingest this data into the man database. This would include
organisng, checking and indexing the data, incorporating the current pass data into the entire

mission data s2t.

Over the lifetime of the processing there are a number of iterations for the GIS and other
tasks each updating the main database. It may be smpler to consder just two versions a any
time. The current verson from which one takes values and the next verson to which one
writes new vaues. This may be seen as a globaly versoned database where tasks read V, and
update Vna. Since tasks will probably be didributed & multiple locations it may be better to
condder an Integrator which tekes dl the updates and prepares the next verson of the
database. The time scae for such versions would probably be on the order of six months.

William O'Mullane 1
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The Man Database Integraior, Cdibration and Pass archives would probably be co-locaed

in a Gaia Data Processing centre while the tasks could potentidly be in any location which
could manage a copy of the database.
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3 Scientific Processing Systems

To support this sudy a series of interviews with managers in many large projects and
inditutes have been carried out by the author. The interview was based on a set of questions
that were sent in advance to the interviewees. There were two separate questionnaires for
missons and archives. The actud interviews were recorded and later a transcript was
produced (these are not word for word transcripts), that was sent back to the interviewee to
veify it was an accurae representation of the facts. In this section each of the projects or
faclities are presented based on the content of the interviews and referenced supporting
documents. Unfortunatdy not al these documents are in the public domain. Individuds came
with various degrees of preparedness to the interview or smply did not have access to dl of
the requested information, which leads to a dight unevenness in the interviews. Some are
obvioudy more biased toward technology others toward management.

In the sections bdow an atempt has been made to even this out and present sSmilar
information about the projects. Each of the interviews was very interesting and the transcripts
contain many useful points. The transcripts are presented as appendices to this document

Five interviews were conducted with astronomy missons and two with astronomy archives.
Some further non astronomy missions and inditutes are mentioned but time and circumstance
did not dlow for interviews with rdevant people a these locations to date.

3.1 Astronomical Systems

3.1.1 Sloan Digital Sky Survey

An interview on the SDSS [24][1]] was caried out with Bill Boroski (Project manager) a
Fermilab in Baavia lllinois on April 19" 2005 see Appendix 2 This was a very informative

and open discussion with many interesting points raised in terms of management.
The SDSSisof interest to Gaiafor its Smilarity in resolution and data volumes.

The Soan Digitd Sky Survey is a project to survey an 8000 square degree area on the
Northern sky over a five year period (now to be extended for a further three years). A

William O'Mullane 17
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dedicated 2.5m telescpe is gpecidly desgned to teke wide fidld (3 degrees in diameter)
images usng a 5x6 mosaic of 2048x2048 CCDs, in five wavdength bands, operating in drift
scan mode. Additiondly the teescope may be hand plugged with fibre to make spectroscopic
measurements. The totd raw data will exceed 40 Terabytes A processed subset, of about 2
Terdbytes in dze, will congg of 1 million spectra, postions and image parameers for over
100 million objects, plus a min-image centred on each object in every colour. The data is

available to the public on one main website® with mirrors al over the world.

The processng and data management for SDSS is very chdlenging [24] a grest dedl of effort
went in to its automation.

3111 Misson Costs

The origind five year survey was predicted to cod in the region of $25 million, the current
cog to completion is esimated to be $85 million. The overspend was across the board for
both hardware and software. Current running costs are $5.5 million per year to be reduced to
$5 million per year for the additiond 3 years

3112 Management

The SDSS team respongble for building the core data systems conssts of ~180 people spread
over saven main inditutes with a further seven providing occasiond input aswell as funding.

SDSS is managed by a committee of four people: the director, the project scientis, the
project manager and the project spokesperson (see Figure 1). An additiond five level one
managers form the entire management group. An dtempt is made to collegidly get
everything done but if something is not going correctly management have learned they need
to gep in quickly and ded with it. At least two of the SDSS managers are formdly trained in

management.

3 hitp://skyserver.sdss.org
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It appears thet early on roles were not well defined for individuds and it was difficult to hold
people responsble for particular tasks. It is conddered that many people involved were more
familiar with working on smdl projects within their own sphere of influence and were ill
prepared for an “indudtrid drength scientific project” like SDSS. This meant there was some
resgance to the implementation of forma procedures in the project. Boroski points out thet
many of the team members are in Universities because they do not want to be burdened with
formd sysems and as such it is difficult for them to be in a large project which is necessarily
quite formd.

Figure 6. SDSS Organisation from the SDSS management page”.

* http:/Aww.sdss.org/directoratelindex.htm
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3113 Software

There were no forma software engineering standards adopted or mandated for SDSS. Some
parts of the system development were carried out in a farma manner with reguirements being
written followed by implementation of the requirements. Other parts were built usng a more
holigtic gpproach. There was dso no paticular desgn methodology for the code and many
languages were used but most of the code is in C. Boroski notes there is a tendency of many
developers to rewrite rather than maintain exising code. There are no clear numbers but the
esimate is that software cost a lot more than expected for SDSS. In retrospect Boroski sys
requirements should be hammered out with scientigs early on and adhered to. Rules and
procedures should adso be put in place a an early stage.

CVS [6] is in use broadly across the system, al code is checked in to a centrd CVS system
hogted a Fermilab. This has been seen as a very good idea even if it was initidly difficult to
get some people to use it. No release management software is used in SDSS, however a
drong sysem is in place whereby developers tag code they condder ready for release

another party then checksthis out and tests it before it becomes aformal release.

Gnas’ is used for both Change Requests (CRs) and Problem Reports (PRs). For mountain®

software there is a review pand to categorise and prioritise these, esewhere this is not as well
tracked as perhgps it should be.

Many software packeges are used on SDSS ranging from DBMSs like Objectivity,
SQLSaver and MySgl to Image processing packages such as ImageMagck. The feding is
these have dways saved money.

3114 Hardware

SDSS is dfinitdy a didributed heterogeneous hardware environment. For  processng
purposes SDSS has over 40T erabytes of spinning disk. Storage Area Networks (SANS) were

® http:/www.gnu.org/software/gnats/

®1n SDSS software running directly at the observatory is sometimes termed “ mountain software’ .
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congdered too expensve 0 this dorege is al connected directly to machines. Fibre Channd
was found to be expensive and not particularly scalable — there isamove toward SATA”.

A tape archive is used by SDSS. Tapes are sent from the mountain to Fermilab where they
are loaded in a tape robot (ENSTORE®). This is how the data is accessed. A second set of
tapes is sent after the first are recelved — these are put in cold storage. The tapes have been
very rdiable. The entire system is dso backed up to ENSTORE. This is a Fermilab facility
not something purchased by SDSS

3.1.2 Guide Star Catalogue

An interview was conducted with Brian McLean (Scientist) of the Guide Star Catdog (GSC)
[18] group & The Space Telescope Science Ingtitute (STScl) on April 13" 2005. He is
currently in charge of the project. See Appendix 1

GSC is for dl intents a globad survey based on old plates. It indudes astrometry and proper
motions. Its depth is smilar to Gaa (18-20 magnitude) hence it has a Smilar Sze catdogue
and range of objects.

The Cadogs and Surveys Branch of the Space Tedescope Science Inditute has been
digitisng the photogrgphic Sky survey plaies from the Pdomar and UK Schmidt telescopes
to produce the GSC and the Digitized Sky Survey (DSS). These catdogues support ground
and spacebased tdescope operations and provide a vauable scientific resource to the
agtronomicad community.

The Guide Star Catdog 2 (GSC2) is an dl-ky cadogue based on 1" resolution scans of the
photographic Sky Survey plates, a two epochs and three bandpasses, from the Pdomar and
UK Schmidt telescopes The dl-sky, megnitude-limited Telescope Operations verson,
GSC2.2, contans pogtions, dassfications, and magnitudes for dmost 1 hillion objects, and
isnow avalable to the community viathe WWW.

" http://www.serial ata.org/

8 http:/ Awww-isd fnal. gov/enstore/
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The management of the 8 Terabytes of scanned data and resultant databases was a complex
task for GSC, the actud processing of the images was aso a moderady complex task. Given
the time scales it may indeed be quite comparable to Gaia

3121 Misson Costs

The origind GSC/DSS project was part of the Hubble Space Telescope (HST) operaions. A
rough estimate of the origind resources required for GSC/DSS were about $1 million for
hardware and 100FTEs in manpower. It is possble that there was an overrun but it is not
clear that this could be isolated from the main HST budget. The GSC2 project grew from
GSC1 and externd funding was sought. GSC2 cogt to date is about $2million modtly in
manpower (110FTES 60-70%). There were no overruns since the project was cut to fit the

budget.
3122 Team and Management

The GSC team fluctuated around the twenty person mark. In recent years the project has been
winding down so now the team condsts of agpproximady seven people. The team was
dgributed over three main dtes Space Telescope Science Inditute (STScl) in Bdtimore,
European Southern Observatory (ESO) in Garching and the Observatorio Astronomico
Torino (OATO) in Itdy. Most of the team were based at STScl. The project was initiated and
lead by Barry Laskar, he led the project by example and persuason and not usng any formal
management style. The entire project and team were god oriented toward the larger goa of
completing the GSC catdogue. There was no forma mechanism for tracking progress for sub
tasks, nor was there a very formd bresk down of them. There was little formd training for
management in the project. Task esimates were generdly well bdow the actud time needed
to complete them, this was the case even lae in the project. The man problem for
management was the percelved lack of responghbility by the groups involved to adhere to the
deadlines which had been agreed. There was a perceived lack of accountability on this front
but it is unclear how this could be solved.
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3123 Software

There were no oftware engineering standards adopted or mandated for GSC. When
Objectivity was sdected for GSC2 there was a move to OO design and use of Rationd Rose.
This was not pervasve, Fortran processing software was gill running on VMS in 2005. It
was only with the movement of some code deveopment to the Windows system that a source
code control sysem was introduced. The chosen product was Visua Source Safe (VSS).
However not dl code was put in the sysem, only the code deveoped on Windows was
controlled in VSS. The mgor off the shdf software for the project was the Objectivity
database, for McLean it is unclear that this saved the project time or money. It is perceived
thet it changed the way people worked. Others on the team consder Objectivity to have saved
time and effort on GSC2 and that perhaps it would not have been possible with out it.

There was no dedicated language for GSC. It started in FORTRAN moved into C++, had a
little Java and is findly moving into C# Code in dl languages dill exists IDL has been in
use throughout the project.

3.1.24 Hardware

As with the software, the hardware for GSC evolved over time. The origind scanning
machines were the mgor hardware cost. The image processng for the scans took place on a
VMS duger which is 4ill operationd today (2005). The actud catdogue production and
further processng was migrated eventudly to a large Windows server. GSC currently have
about 25 Terabytes of goinning dik and ae migrating away from ther tepe archive for

reliability reasons. GSC have not chosen a SAN solution for cost reasons.

3.1.3 LargeSynoptic Survey Telescope

An interview about LSST was conducted April 26" 2005 in Tuscon Arizona with Jeffrey
Kantor LSST Data managemert project manager see Appendix 3. Kantor is an experienced
manager and has interegting things to say about science projects.

The Large Synoptic Survey Tedescope (LSST) is a proposed ground-based 8.4meter, 10
square-degreefied tdescope that will provide digitd imaging of fant astronomicd objects
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across the entire sky, night after night. In a rdentless campaign of 10-second exposures,
LSST will cover the avaldble sky every three nights opening a movie-like window on
djects that change or move on rgpid timescdes exploding supernovae, potentidly hazardous
near-Earth agteroids, and distant Kuiper Bet Objects. The superb images from the LSST will
adso be used to trace the gpparent digortions in the shgpes of remote gdaxies produced by
lumps of Dark Matter, providing multiple tests of the mysterious Dark Energy °

LSST will pull down 25 Petabytes in its lifetime, 13 Terabytes per night of operations i.e. far
more than Gaia Each image will be around 35 GigaPixds. The am is for 1% photometry®

and arcsecond astrometry.

The processing for LSST is extremely chdlenging, an image the sze of a DVD will be pulled
off the telescope every 15 seconds and needs to be processed within a minute to satisfy the
derting requiremerts of the misson. The sheer volume of data is overwhdming compared to
any other astronomy misson a the moment and its management will be extremely difficult.

This is definitdy a sgter misson that Gaia should kegp in touch with. Firg light for LSST is
due 2013,

3.1.3.1 Misson Costs

Currently in R&D phase (smilar to ESA Phase A [11]) which is budgeted to between $24-28
million. The condruction phese is budgeted a $270million with operation over 10 years
running & $20 million per year. This puts LSST dmost on a par with Gaia which runs to 500
million euro.

°From http://www.lsst.org/lsst_home.shtml

10photons counted by each detector are accurate to within 1% of the "red" vaue.

William O'Mullane 24




Large scientific data systems: analysis of
some existing projects and their applicability
to Gaia

DEA Setembre 2005

""""" LINIVERSITAT DE EARCELOMA

3132 Management

For data management two people are dready in place The project manager and project
stientist, the expected pesk team Sze is 1516. This will be organised as in Figure 7. A
charter document [17] exigs with lists of responghbilities dealy defined for each roe A
formd method for edimating cost was used for sizing the team based on COCOMO, FPA
and SLIM/QSM. There are a large number of volunteers involved. There are currently 12
members of the consortium (al in USA) organised into three research teams. There are six

working groupsinvolved in defining requirements.

A democratic project management style is adopted. Kantor dtresses though that once a
decison is made he will not overturn it easlly. There is a great ded of training and experience

in the management team of LSST.

Kantor dready finds working with an academic dement somewhat difficult. As he puts it
“Volunteers are definitdly a two edged sword. You get some vaue but you redly have to

work at it!”

3133 Software

LSST will use the ICONIX! process which is a trimmed down verson of the Rationd
unified process. This seems to be a practica gpproach to get near extreme programming [3]
while kesping some methodology in place The methodology was chosen by the pooled
experiences of the team. Some reporting Sandards are being adopted and it is expected they
will be mandated by a least one of the funding agencies. Kantor feds the sandards may be
useful as a reporting tool if implemented properly and become more necessary the bigger the
project. He dso feds they may be a burden when alot of documentation is needed.

LSST are usng CVS [6] as a code repostory but are looking into Subverson [25] they want
a rdease management sysem but not something too involved. They will eventudly put in

™ http:/Avww.i conixsw.com/
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place a tracking sysem, but for now have an issue tracking sysem which is pat of MS
project.

LSST will develop in C++ and Python mainly. They wish to use off the shelf software where
possble. Kantor sees a three tier sysem where the bottom hardware/infrastructure layer is
9% off the shdf. The middleware layer will probably dso be modly off the shef, Condor,
MPI etc. The Application layer will be mainly custom.

! Specal Ressarch P
C ssTeMo : Jeff Kantor Tim Axelrod P Tem ______ s

: : Project Manager Project Scientist o .
"merscacansscsnss | LSST Systems

Engineerng
Jeff Kantor {acting) Tim Axelrod (actng)
Project Coordnator Systems Architect
I I |
Jeff Kantor (acting) T80 TED Tim Aselrod o ook (A
Project Quslity Infrasiructure Middlewars Team Applications Team Scentiic Data Public
Assurance Team Team Manager Manager Manager - ;:-"e;s r.‘..:nag=r -
Manager - -
TBD TED TED
T80 Computing Distributed Imape Processing Rebyn Allsman (acting)
Sy d Processing i -
— 1B Systems Lead rocessing Pigeline and Image Astronomy cations
Testing Lead Services Lead Archive Lead and D;?Af;fs; Lead
S |- E— .
T8D Data _ TBD TED
Configuration Communizaticns Data Access Detection Pipefne TED
Msnagement and Lead Services Lead and Raw Cbject Asironomy Educaton and
Cata Integriy Lead Catalog Lead Outreach Lead
TED
1B - -
s e b——  Userinterface TED
Cata Storage Lead Servicas Lead Rr———
Pipeline and Time!
Space-Linksd
Chject Catalog
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TBD
Oibject
Classification and
Real-Time Alerts
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TED
Operational
St nd
System Data
Mining Lead
TED
Diark Energy
Medeling Fipe'ne
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Figure 7. LSST Data Management Organisation

3.1.34 Hardware

LSST envison three different types of computing centres. The mountain base will have the
data acquistion and pipdine sarvers as well as sorage for two to five days of data They
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assume avalability of a lees a 24 gigabit link to the archive centre. This will dlow for
trangmisson of only the raw data— it will be chegper to buy more processors than to send the
processed data over the link. Yes you did not read incorrectly LSST intend to process on the
mountain then not tranamit the result but only the origind raw daa which is andler and
must be sent in any case. The archive centre, then, will have a full pipdine sysem as well as
data access sarvers for derting and data distribution. There will dso be data access centres

that just give access to the data.

The edimae for processng power between the mountain and the Archive centre is ~75
Teraflops. With an edimated totd of 30 Petabytes of data LSST fed they may need two or
three times that amount of spinning disk They are consdering tape but fed it is a close cdl
a the moment — al parts of the survey are important o it is not clear what would go on tape.

3.1.4 Planck Survey

Planck™ is interesting to Gaia from the perspective of being a globa survey with complex
processing. Alo it is a project Gaa may learn form in the way it has been managed. An
interview was conducted with Jan Tauber (Project Scientist) on June 13" 2005 at ESTEC in
the Netherlands.

Panck is an accepted medium sized misson and is due for launch in 2007. Planck will
provide a mgor source of informaion rdevant to saverd cosmologicd and astrophysca

issues, such as testing theories of the early universe and the origin of cosmic structure.

The angular resolution of Planck will be 10 arcminute. Two insruments will be on board to
gve frequency coverage of 30-850 Ghz. The temperature sengtivity of Planck will be DT/T
~ 2x10° in the channdls where the Cosmic Microwave Background (CMB) is the dominant
signd and as doseto this vaue as technicdly possiblein dl other channdls

Panck will produce nine complete maps of the sky in different frequency ranges. The raw
data produced by the instrument will amount to around 0.5 Terabytes. In the words of Tauber

2 htp://astro.estec.esanl/Planck
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a hignlight would be to measure the polarized component of the fluctuations in the CMB.
Planck is scheduled for launch in 2007.

The processng for Planck is conceptudly not thet difficult dthough computationdly it is
vey chdlenging. Approximation methods have now been sdected which essentidly dlow a
best approximation of the mgp making and power spectrum extraction which is resource
limited. Other systematic effects which were conddered trivid earlier are now seen to be

maor problems.

3.14.1 Misson Costs

Panck is a medium szed misson and hed an initid envdope of Euro 350 million. Various
inditutes will contribute a large amount dso totaling around Euro 250 million Not long after
the sdection of Planck (then COBRA/SAMBA), aound 2000, ESA began dudying the
merger of Planck and Herschel (then FIRST). This was to reduce costs — the ESA enveope
for the combined misson is now araund 1.1 hillion Euro.

The initid edtimate for software development of 300 — 350 man years of effort was scaled
from previous missons such as Hipparcos and 1SO. It is essentidly cost limited. The
hardware (for processng) budget is not clear a& the inditutes but is in the order of a few
million Euros

3142 Management

The Plank Data Processing Centres (DPCs) are essentidly academic and the exact manpower
for Planck is not yet dear. Many people are working a very smdl fraction of their time. The
plan is to have around fifty people a each DPC as launch approaches, of these a least ten
would be core full time Planck saff. The tota scientific Saff in each consortium is around
300 however spread over 50 indtitutes.

The style of management in the two DPCs & quite different. The Itdian consortium tends to
have a ridged hierarchicd dructure with a fixed core daff and loose affiliations with the
sdientific groups. The French consortium tends to have a loosr management syle relying
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more on good will and judgement of the individuds rather than drong direction. The large
British component in the French consortium aso makes management difficult.

The managers in the consortia are at least trained informaly and have a more management

rather than science background.

Dr. Tauber points out that motivation seems to be greater in the less structured environment.
He ds0 feds that having a Sngle consortium rather then two fairly independent ones would
possbly be better. Managing the consortia has been very difficult and ESA opting to not have
a mgor sy in matters has not worked out for the best — it would be preferable for ESA to
control or at least have amgor involvement in the processing.

3143 Software

Both consortia agreed to adopt PSS05 Lite [12] when ESA mandated the use of some
dandard for software development. This has not been well adhered to however. Recently the
DPCs have been refocused on launch criticd software and this will be more formally
checked.

There is no dominant methodology in use for software design dthough there is a structured
goproach to prototyping (bread boarding) and rdessing software. Even that is not necessarily
well adhered to.

CVSiisin use farly widdy and seems to be doing well. There is a problem tracking system in
paticular for IDIS (Integrated Data and Information System) [5] but it is not used widdy
outsde of that part of the project.

The DPCs have looked a Versant but ran into many problems with it, this could of course be
due to a lack of expertise. The Itdians may use Oracle for their data needs but currently are
usng files The French are looking a Berkley DB, a free system which aso has a java
implementation. In the early days an interface layer was posited for access to the data a the

B http://www.s eepycat.com/products/db.shtml
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two DPCs, this has now become smdler but alows the Process Coordinator (which controls
pipeline processing) to interact with data from both DPCs.

The language is not fixed for Planck thereisalot of C/C++. Java has not proved popular.

3144 Hardware

The Itdians have a Beowulf system with 16 CPUs and they want to go to 30. The French
have a large pardld machine and England hes the Cosmos™ supercomputer. There is a
posshility to use the Grid for scientific eqploitation but they wish to avoid this for core
processing.

The initid hardware requirements were 0 huge for Planck that resource limited best effort
andysis seems the only approach to the processing.

3.15 Integral

Lars Hansson, Integra Science Operations manager was interviewed at the European Space
Agronomy Centre (ESAC) in Span on May 27" 2005. The ESA sdentific misson
INTEGRAL (The Internationd Gamma-Ray Adrophysics Laboratory) is dedicated to the
fine spectroscopy (E/ddtaE = 500) and fine imaging (angular resolution: 12 arcminute
FWHM) of cedestid gamma-ray sources in the energy range 15 keV to 10 MeV with
concurrent source monitoring in the X-ray (335 keV) and opticd (V-band, 550 nm) energy

ranges. The processing of the gammaray detections is fairly difficult.

The ground segment condsts of two parts: the uplink and the downlink. The downlink part,
data processing and didribution to the community is done by a P consortium a the Integrad
Science Data Centre (ISDC) under the Observatory of Geneva The uplink part, Integrd
Science Operations Centre (ISOC), is done by ESA with dl software developed in house
under the direction of Hansson. Initidly ISDC dso interacted with ISOC but now in

¥ http:/Aww.damtp.cam.ac.uk/user/gr/cosmos/sience/science html
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operations there is triumvirate of I1SDC, 1ISOC and ESOC (European Space Operations
Centre).

3.151 Mission Costs

Integral is a mid-sze misson with an ESA budget of 400-500 million Euro. The ISDC and
stience community have some independent funding but ESA aso contributed a good ded to
the community effort (at least 20 man years). To date Integrd has remained within budget
ovedl, inveging a litle more in the ingruments than origindly planned. About 40 man
years was budgeted and used for 1ISOC development so it was within budget athough there is
a feding that without the launch delay they may have gone over. ISDC has used about 200
man years to date — it is unclear if they had an actud edimae a the outset. 1SOC has
currently spent about 300K Euro on computer hardware but it is insufficient. They ae
hoging a copy of the archive which has turned out to be bigger than planned with many more
products than foreseen. They have been saved, to adegree, by thefaling price of disk.

3.152 Management

ISOC has had 46 people working since the outset and ISDC has had Z-30 people. ISDC has
collaborators in aound ten inditutes induding non-EU ingtitutes. 1ISOC has been fairly
tightly managed in ESA dyle from the outset with a devdopment manager reporting to the
ISOC manager and the team reporting to the development manager. Later the ISOC manager
took on the development manager role aso. 1SOC followed ESA dandards and so have a
good ded of documentation including the Software Project Management Plan which include
the organigram shown in Figure 8

ISDC has been a little more fluid in ther approach to development with a more academic fed
to it. It has been ensured tha some good procedures and configuration management have
been implemented there.
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Figure 8. ISOC Management (from Soft. Project Management Plan).

Figure 9 shows the operationd organisation of the ISDC with eight didinct teams reporting to
an operations manager. Operationdly Integra needs to report near red time GRBs (Gamma
Ray Burgsts) and requires an operaiond leve of rdiability. This is working wdl now and
performing nomindly.

William O’Mullane Y




Large scientific data systems: analysis of DEA Setembre 2005

G UNTVERSITAT DE RARCELOMA

some existing projects and their applicability

to Gaia
# [SDC saftware (except archive)
* Imalrument Specific software ® help desk
* softw are disiribution # infos o comumumnity
® 5of W Are User BUppOrt Sof ISDC PI GDTTITTIUHIW - ?:F:E., S sermirars

® [SDC users’ maniml
tware SLIHI !Dﬂ & U4 & Fussian interface

* [30C hardware H b {)pel'ﬂ-hﬁﬂ‘i Qu allt'y & [S00 documentation
TR + of i) ar are
. ?;irk:;m oA, Manager SUranCe! « sofvw are config quration

= soffw are iealing
* project conirol
* grehive population

Archwe
& grchive mainenance - O!.'NFHHI'MF'i activities

® archive sof fiwar =1} ﬂﬂ'%‘l‘lﬂ each revolution
(ingest & hrowse & diswin) | Instrum. Tearn tSﬂG Instrument
Representatives Specialists

I E— = instrumens related zctivities & sw updaes
Instruments S Jnsinment pecilic aUVINGS g ingerface with instrument kams
Pls ADEULITTIEN . SENEEL L RO YR ® quality of acience dara producs & GRE aleris
& ® data examinaton ;

& [SDC catalogs

Figure 9. ISDC Organisation from[21].
3153 Software

ISOC used the agency standard for software engineering PSS-05. The agency switched to
ECSS during the misson but exiding sysems were not required to refit their documentation
to the new dandards. These were fdt to be ussful and drict configuration control is ill
mantained (dthough some of the scientigs gill grumble about this). Retiond Rose and a
unified like process were used in 1SOC initidly but this was relaxed somewhat after the ADD
production as keeping the ADD in sync was congdered too time consuming. The tools were
sdected based on team expeience and outsde consultation. This may dso have been
partidly to do with individud ability. Both ISOC and 1SDC have had a QA presence from the
outsst. This was fdt to be a good benefit and led to no problems for 1ISOC in the launch
readiness review.

CVS is in use and found to be benefical — no gecid rlease sysem is usad beyond tagging
in CVS. A problem tracking system was taken over from I1SO but there is a much better
system in house at ESAC now.
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ROOT?® /C++ is the systlem of choice at 1ISDC and they have partnered with CERN on that.
At ISOC Rose, Oracle and JavalJBuilder are used. Junit is used for unit testing in 1SOC.
Hansson points out that having a good team is dl that redly counts and he is very hgppy with
the Oracle/Javachoice.

3.154 Hardware

At least one Solaris machine is needed in ISOC to run the Flight Dynamics software that is
only available on Solaris (ESOC have not rdeased the code). Initidly 1SOC was developed
on Suns but they have moved to Linux/PC for cost reasons. Now Sn are coming back with
chegper machines dso. 1ISDC dso deveoped origindly on the Sun Patform but supported
PC/Linux machines. ISOC currently has 6 Terabytes of spinning disk which was the totd
edimate at misson sart. It now lookslike they will need at least 12 T erabytes.

3.2 Astronomical Archives

3.21 CentreDe Donnes Astronomiques de Strasbourg

An interview was conducted with Francoise Genova the Director of CDS Strasbourg who
was a the time in Kyoto a the internationd conference centre on May 19" 2005, see
Appendix 4. CDS was founded in 1972 by the Intitute de Astronomie & Geophysigue to look
aiter ground based fadilities CDS performs severad roles including providing reference and
vaue added services to the astronomica community. The CDS serves the Hipparcos data as
wel as numerous other larger opticad and infrared surveys such as Guide Star Cadogs, the
USNO-B1, and the 2MASS last release through its Vizier inteface. Smbad is a world
renowned service provided by CDS which resolves names and finds references for objects in
adronomicd journds CDS plays a mgor role in the Internationd Virtud Observetory
Alliance (IVOA) leading the Unified Content Descriptor (UCD) definition and participating
in practically dl working groups. Aladin, a sophisicated visudization tool for astronomica
images and catdogues, is provided by CDS and used in many VO agpplications around the

® http://root.cem.ch/
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world. Francoise Genova was gppointed deputy char of the IVOA in Kyoto in May 2005, the
deputy chair becomes the chair the following year.

3.21.1 Mission Costs

The main costs & CDS ae for personnd and thee are typicdly government appointed
positions. Hence the overdl costs are difficult to assess. CDS provides reference services, as
such many of the staff are librarians, some are astronomers and there are a few software
engineers. Hardware is a amdl fraction of the overal codts.

CDS has many projects on going and adopts a globd drategy of adjuding effort to projects
depending on ther perceived pay off in long term usefulness to the astronomicad community.
There are few tightly budgeted projects meking it difficult to assess overuns in project
planning. Some projects have taken longer than expected.

CDS cut ther projects to fit their dlocated staff and monitor their progress closdly.

3212 Management

It is important to note that CDS was put in an observatory from the very beginning to ensure
stentific expetise and to keegp the focus on serving the adronomicad community not on
building technicd tools. CDS darted off with just a few people and had only one software
enginer for the firg fifteen years. It grew Seadily from then on and now there are 25 to 30
people working on CDS proects goread over five locations but with the mgority in
Strashourg,

There is no formd training for managers in CDS. The CDS misson is complex and involves
following trends in at least astronomy and technology. The director must baance the needs of
the individuad projects agang the overdl impact of CDS on the community and this is done
with a rdatively fixed compliment of daff. Consensus is built in medings involving people
with abroad range of profiles.

Genova andyses falures in CDS but does not see tha any mgor change would have
fecilitated a better globa outcome — a different outcome perhaps but not necessarily globdly
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better. The globad pergpective of providing qudity services to the community pervade and
individud failures are perhgps lessimportant in the light of overdl success

Although not aways possble, Genova feds it is important to talor management to fit the
dyle of proect being undetaken, the gods of the project and the condraints of other
organisations which are involved. Gods and roles should be dearly defined and agreed for
eech organisation.

3.213 Software

CDS use no woftware enginegring dandards and no paticular software  enginesring
methodology. There is no forma bug/change request tracking system. Software products are
chosen on a per project bass according to suitability. They have Object Oriented (OO) and
Reationa Database Management Systems (DBMS) as well as in house file based systems.
The in house developed systems are being migrated to POSTGRES'®, which is a free system,
to facilitate long term maintenance.

The main language at CDS was C/C++ but Javais now in use by many people.

3.214 Hardware

CDS runs a heterogeneous environment with workstations and PCs running Linux. There is
roughly 5-6 Terdboytes of disk spinning in CDS currently. They previoudy had a man frame
and Smbad had to be moved from that platform to Unix. They are moving away from tge
for backups opting rether for acomplete copy of everything on disk in ancther building.

3.2.2 High Energy Astrophysics Science Ar chive Resear ch Center

An interview was carried out with Tom McGlynn Chief Archive Scientist of the HEASARC
for NASA on July 8 2005 a Johns Hopkins University. NASA provides a s&t of archives in
wavelength domains and provides the long term dorage for the data in those domans The
HEASARC saves up online the results of many high energy missons induding ROSAT,

® http:/Amw.postgresgl.org/
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ASCA, BeppoSAX, Chandra, Compton GRO, HEAO 1, Eingein Observaiory (HEAO 2),
EUVE, EXOSAT, HETE-2, INTEGRAL, Ross XTE, and XMM-Newton. In the coming
years they will dso provide the interface to the Swift GammaRay Burst Explorer (2004),
Astro-E2 (2005), and GLAST (2007).

3221 Misson Costs

The HEASARC budget runs to about $4 million per year which is mainly for personne,
goproximately haf of the effort is in software development and haf in scientific support. As
little as $100k per year is spent on hardware.

3222 Management

There is no particular management style in the HEASARC and managers may be trained but
it is not mandated. The staff report directly to the head of the HEASARC (Nic White) there
ae a mix of contractors and daff with scientific and technicd staff coming from different
contract agencies to keep control completdy in the hands of NASA. This is not necessaily
seen by dl to be a good idea There are between fifteen and twenty people working a the
fedlity.

Between exising and projected missons the HEASARC interacts with about 10 missons
each of which is associated with some inditution. Apart from data acquisition however there
is little dependency from the HEASARC on the indtitutes.

McGlynn feds that the initid decisons on work processes are very important and that it is
very difficult to change these once they are established.

3223 Software

There are no forma standards for software a the HEASARC, the man package, FToals,
does have a forma set of regresson tests and release policies. There are five million lines of
code in the HEASARC which grows organicaly as features are added and bugs are fixed.
CVS is in use for mogt but not al of the code but no redesse management software is
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employed. Bugzllal’ is used for problem tracking as well as a home grown tool for the
FTools, however the mgority of bugs do not go through the system.

A host of COTS (Common Of The Shelf) or free software is used & HEARASC. Nagios® is
used to measure uptime of the system, Sybase is used for the data storage which is dower

than the old proprigtary system since transactions are not required. McGlynn feds it saves
money but perhaps nat as much as one might think.

Thereis no particular development language: Perl Tdl, C, Fortran and Javaare dl used.

3224 Hardware

The hardware varies a the HEASARC but mogtly it is PCs running Red Hat Linux. For the
archive the estimated power is about three or four Gflops. There is about twenty Terabytes of
disk in SAN units, about ten of that is user space. tgpes are used for backups.

3.3 Non astronomy science systems

There are a number of other science data/processing centres and projects of interest. Particle
physcs experiments in paticular produce far more data than Gaa will need to ded with,
dthough they throw much of this away. Deding with huge volumes of data is of interest to

Gaia.

Unfortunately time has not permitted interviews of further dudies of the following systems
which are of interest.

33.1 CESCA

In Barcdona CESCA support many project in different science fields. The current GDASS
dudy code runs in this facility. They have a mix of high end machines and Sorage sysems

Y http:/Amww.bugzillaorg/

8 http:/Avww.nagios.org/
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but are beginning to look a chegper Beowulf type architectures. Gaia has contact with this
facility in any case through UB.

332 BSC

The Barcelona Supercomputer Centre (BSC) have recently built a new super computer ‘Mare
Nostrum’ [33 from off the shef components in a short space of time. This endeavour made
news around the world and highlights some posshilities for Gaia It would be interesing to
compare this to buying commodity super computers such as offered, for indance, by the
Orion company.

333 BaBar

Building on the origind 2200-meter PEP dgorege ring and in cooperation with LBNL and
LLNL, SLAC is congructing an extensve upgrade caled the B Factory which will produce

millions of B mesons. This upgrade includes modifications to the PEP storage ring and a new
type of detector, calledBaBar™.

The BaBa stience sysem was initidly built around Objectivity and was one of the first
projects to write severd terdbytes to Objectivity managed storage. From looking a their web
pages they are now usng ROOT in pat of ther sysem but ill purchased Objectivity

licensesthis year. Reference isdso madeto thistrandtionin [4].

3.3.4 LargeHadron Collider

The LHC is an accderator which brings protons and ions into head-on collisons & higher
energies than ever achieved before. This will dlow scientists to penetrate Hill further into the
sructure of meatter and recreste the conditions prevaling in the early universe, just after the
"Big Bag'®>. There is an interesting paper dl about managing the petabyte of information
from LHC [4]. They have used Objectivity succesfully and are now looking & re

® from http:/mww2.5 ac.stanford.edu/vve/detectors/babar. html

D trom http:/Ihc.web.cern.chvihc/general/gen_info.ntm
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implementing the sydem differently. Choodng a different approach brings different

problems.
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4 Application to Gaia

Following the broad outline of the related projects in Section 3, here a discusson of
management, software and hardware for Gaia is presented.

41 Mission Costs

ESA costs for Gaa are on the order of 500 Million Euros. There is no etimate yet for the
additiond community commitment to the project but one may assume severd million. LSST,
Planck and Integrd are of amilar scde on cost bass. Taking into account the high cost of
sadlite missons eg. the launch done takes a large percentage of the cost, SDSS could dso
be consdered smila. From a data volume perspective LSST will have far more data,
dthough more traditiond processng, than Gaia while SDSS is dmilar in Sze (conddering it
covers only pat of the northern hemisphere). Hence based on cogt this is a good group of

missonsto look &t.

4.2 Management

In mid 2005 the Gaia Data Analyss Consortium Committee (DACC) was formed with the
mandate to organise the community for the processng/reduction of the Gaia data, a daunting
task. This will be where the rules are lad down for the future of the group. Almost every
project manager interviewed expressed the opinion that whatever is set up in the beginning
dticks and becomes very difficult to change 0 this needs to be done properly from the outset.

A reaively forma management gpproach should be adopted from the outset. Roles should
be cearly defined and agreed for dl of the mgor players- this is in fact practicaly mandated
by the ECSS (European Committee for Space Standardisation) standards [8]. ECSS are the
gandards of choice for ESA. Starting out formaly may dlow some reaxation of norms later

whereas the reverse is much more difficult to achieve.

The mgor problem of scientific projects is the lack of accountability of groups in the
consortium. In the Gala project interdependency between groups needs to be minimised while
dependencies which will lead to catastrophic falure need to be highlighted to the group. The
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groups involved in the processng need to be acutdy aware that any deviation from the plan
may cause the entire enterprise to fal. The productivity of the groups needs to be carefully
measured, this does not necessarily mean how much they produce but rather that they
produce what they agreed to produce within the time they agreed to produce it. Extreme
programming [3] hes an interesting ‘points technique for grading programmers based on
thelr estimates and actud achievements. Some forma system such as this should be put in
place project wide. The development of such a system is beyond the scope of this document
however.

Accountability of groups for any large scientific collaboration is difficult in part because of
funding. In projects within industry management have the enticement of bonuses and the fear
of dismissd as ‘had tools to motivate daff. The management have fisca control over the
project and the employees. In a scientific endeavour, such as Gaia, most of the work is
peformed on a collaborative bads with each group sourcing and controlling ther own
funding, hence the accountability does not lie with a centrd management team, rather it is
more disbursed. The management team of the science project are left entirdy with ‘soft’
management skills to achieve the project. This makes stience projects far more difficult to
manage than indudrid projects and yet the ‘managers of science projects are sddom trained
a dl in management techniques. In wha may be conddered the bible of organisationd
management [16], even Handy has little to say on this type of project. In the projects above
the levd of training of managers varied. Some suggested more training for managers would
be better. All Gaa managers should be sent on management training courses. What
conditutes a manager for Gaia would need to be defined but initidly it could certainly meen
the Coordination Unit (CU) leaders and their seconds. An interesting idea may be to send Al
of the managers on a course together. This would give an opportunity for a diverse group to
get to know esch other and dso form some ground rules within the group from the outset. It
is common in indudry to have team/leadership building courses but this is unheard of for
scientific projects. As Genova points out it is important to mould management syles to the
project, it will take time to put the Gaia management in place. A common course could
precipitate a shared management style while forming a ‘consensud doman’ [0, a shared
understanding of management terms, for Gaia
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42.1 Cost Estimation

Every science project, it seems, underestimates cost. This topic gpplies only to the processng
snce the ingruments'saelite will be on a fixed priced contract with industry. Gaa is dready
reying on the fdling price of hadware for computing and is indeed a rik of dso
underestimating cost. Mogt of the stience missons are limited by cos — in some sense Gaia
will aso be cogt limited, getting to do only the best possible job with the available resources.

LSST ae usng forma cost moddling methods to esimate manpower requirements for their
system — such a modd has not been developed for Gaia to date. It is not clear whether these
models are actudly better than the ‘expert’ esimaie gpproach currently in uss Gaa should
investigate some manpower moddling methods

Cost edimates for scientific projects are arguably more difficult than for indudtrid projects.
Usudly the time scdes are larger, the unknowns more copious and there is sddom a smilar
project to copy actud cost from. Agan this begs for more formd traning for some
management entitiesin Gaia.

4.2.2 Organisation of the Consortium

How much rigidity and formdity needs to be put in place? Tauber points out that a very
rigidy controlled group may be less cregtive and motivated than a more loosdy organisd
teeam. Mo of the projects reviewed had very light management, but dso fet they could do
with some or dightly more management. The DACC ae currently looking a a farly
hierarchicd organisation with a committee dtting above seven Coordination Units (CU) of
which each may have severd development units benesth them. The exact definitions of these
are dill forming but could be seen as in Figure 10. Here not dl of the Development Units
(DU) are filled in — their number and compostion is something that will fluctuate over time.
Here the CU is redly a management postion which controls many DUs — not a composition
of units rather a control/management structure. CU managers report to the Data Anayss
Consortium Executive (DACE), which ultimately answers to the Project Scientist with some
input from the Gaia Science Team.
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DUs do not need to be datic; they could be created for the duraion of a particular task and
then disgppear laer. This is a very gppeding idea Dynamicaly composed teams for specific
tasks would dlow didtribution of manpower through the consortium and its gpplication where
it is needed. Some tasks will require cross inditution coordination, having a DU with
members from two or more ingditutes may work very well in some cases. The tasks would be
given to CU managers who would form DUs to perform the tasks — al manpower should be
reconciled a the DACE levd. CU managers should be collocated with the bulk of their DU
manpower.

The Work Breskdown Structure (WBS) and Organisationa Breskdown Structure (OBS) are
not clearly differentiated in the current manifesation. The Work package breskdown should
not be organised dong the CU-DU line - it should be more architecture oriented. Broadly the
CU is dose to an architecture block but a more definitive architecturd design is needed to
ensure nothing is missad. If the two happen to dign pefectly tha would be fine The
Dataflow and various other pieces are a gart for this design, but more is needed.

M. Perryman
Project Scientist

| CUI Mansger | | CU2Marager | | CUTMansger | | CU4Manager | | CUS Mansger | | CUI6 Manager | | CUT Manager |
T ] T T

: | |
:_I___I :_I___I l_:___| :_I___l I_:___I
| H I | | ! | ! ! |
DU101 Leader ' '
|DLT4E|1Leader | |DU4DILeadsr |

| developert ||| Scientist3 |
| developerz || | Scientista |
| developers || | sciemtists |
| developers ||| Scientists |

| scentista ||| developers [

Figure 10. Possible Gaia Organisation
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ESA ae teking a large role early in the Gaia Processng which is good. The lack of a mgor
ESA role in Planck was lamented by Tauber. ESA having a role in the processng give them
‘hard’ management tools over a least one group in the processing consortium. This group
may be usad to cut down interdependencies between the other groups by having them al
interact with the ESA controlled group rather than each other.

4.2.3 Planning

The Gaa project as a whole is a huge undertaking running into the order of 500M Euro for
ESA. The Sdentific community will undoubtedly come up with a few more million for the
data processng. Stll the resources available are smdl compared to the task a hand and will
take careful management. Currently the DACC (Data Andlysis Consortium Committee) are in
place to dart this process Nomindly this would start by producing a functiond breskdown,
a least according to ECSS [7] (European Cooperdtion for Space Standardisation) others have
a less rigid view [19] but there is some agreement to having some sort of modd for the
project. Thisis lacking currently in Gaia and needs to be addressed.

After a modd is defined diginct phases should be defined. There are obvious points in the
misson for this — prelaunch, operaions and fina catalogue production. ECSSM-30B [10]
is probably not useful here asit is quite geared toward a complete satdlite misson.

The current organisaion into eght coordinaion units makes planning & less a remote
posshility but it is Hill a difficult task. The management and Standardisation of the work
packages done is complex — amore detalled discussionisin [23].

Severd of the interviewees pointed out that whatever is put in place has a habit of sicking
aound — effort needs to be, and indeed is being, expended to get the planning as accurate as

possible.
424 Standardsand practises

Mog of the interviewees fet they would have benefited or had benefited from utilisation of
dandards. Gaia is an ESA misson and will possbly be required to use the ECSS (European
Cooperdtion for Space Standardisation) standards. This is dready under investigation. These
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ae rdaively new, having been adopted by ESA only in the last five years or o, some
missons such as Integrd recelved permisson not to use the new dandards. Hence there is
less experience with them than might be desrable. But they are certainly desrable and Gaa
should adopt and adgpt ECSS dsandards for the processng system. The ‘Lite sandard as
outlined for PSS-05 in [12] should be invesigated when talloring ECSS. Furthermore some
daff should be sent on ECSS training courses with a mandate to understand and tailor them
for the Gala data processng.

Many projects archive messages sent to mailing lisss. Such a sysem keeps a track of al
exchanges without the need for each participant to keep dl of the emals. Many systems
dlow this to be browsed on web pages laer making it readily accessble to new team
members and dlowing links to be made to individud messages for reference. The
International  Virtud Observatory Alliancg” (IVOA) lists are a good example of this
Exising Gaiamailing lists should be moved to such an archived browsesble system.

The author uses ingant messaging and Skype quite often to asss others and to communicate
with team members. This is a very nice, if informa, method for working. Some projects such
as Adtrogrid use Jabber in a more forma way to have organised meetings. Teleconferencing
remans better for a remote medtings involving more than one paty — but Ingant Messaging
could be formdised for Gaa for adhoc questions. It would be interesting to see the
avalability of key contacts in the Gaa team on an indant messaging system. A range of
weekly teleconferences are held for SDSS and NV O to keep the project manager and team up
to date on activities Soon Gaa will ds0 need regular tdleconferences to keep on top of
DACE activities

Wiki? webs are becoming very popular and indeed Gaia dresdy has one for the Daa
Processing. Wikies are good didtributive collaboration tools and ided for this type of project.

2 www.ivoaorg

Z www.wiki.org
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43 Software

There is no dear trend in the survey projects concerning software. Mogt of the projects think
they benefited from using commercid or public software where possble. Only GSC fdt that
the use of a DBMS changed ther working habits and did not necessrily save them effort,
and that is not a team wide opinion. The LHC paper [4] dso points out that for complex data
management esch product brings its own problems they made ther sysem work with
Objectivity and are making it work again with Root (it is not dear why they are rewriting a
working sysem). Where possble Gaia should use off the shef components and indeed this is
the current practice.

Gaa should maintain its flexible outlook on DBMS software. The interface layer for daa
access needs to be consarved and the performance of different data systems tested. Such
activities are in the current planning. It is interesting that Integrd, and two mgor High
Energy Physics Projects use ROOT, dthough they dl have ties with Geneva ROOT should
be examined and contact should be taken up with CERN to learn from their experiences.

CVS for configuration control of the software seems to be clear across the board and one
thing which dl projects have in common gpat from GSC. Even GSC use a configuration
control system but it is Microsoft's Visud Source Safe, which is only avalable on windows
platforms. Gaa dready uses CVS in places and it should be brought in across the board as
dandard prectice Gaia should dso have a formd and preferably eectronic change request
and problem reporting/tracking system, again such a system is under investigation.

Many of the projects bemoaned having insufficient requirements and gspecifications for
software. As pointed out above Gaia should adopt ECSS dandards to some degree. As well
as defining reguirements for dl the Gaa ddiverables it is important to focus on the essentid
tasks. This has dready been raised a the DACC, there is a fine line between Gaa daa
processng to produce the catdogue and data andysis which may be of scientific interest but
not grictly necessary for the catalogue production. It is good that this point has been raised
early in the process.
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There seems to be no dear indication on the programming language to use The current
goproach of udng Java for its portability seems good. It is interesting that LSST are moving
draght into C++ but this may in large pat be due to team experience. Current projects and
experience show Java to be cogt effective for devdopment eg. one is less likdy to
unceresimate the devdopment task usng Java Conddering that most projects seem to
underestimate tasks it should be advantageous to dick to a Java like language. Integra have
been very hgppy with Java while it did not redly take off on Plank. Gaia must consder the
fact that there will be other languages used in the project as well as multiple DBMSs. It may
be good to s initid fixed review times for the mgor Language and DBMS
recommendations eg. use Jaa and Oracle until 2007 a which point review avaladle
languages and DBMSs and confirm the decison. The current approach of portability and
flexibility remains the best way forward for at least the next few years. The data flow
presented above would dlow different architectureslanguages and DBMSs for individud
parts of the system.

Findly as many of the tasks as possble should be automated, manud intervention is cogly
and eror prone. There will be enough instances where invedtigation will be required when
things do not go quite right, this will be time consuming enough without the need for day to
day intervention. This should be extended down to the build sysem for the code a product
such as Cruise Control should be used to initiste automated builds The Gaa sadlite is
desgned to nead little or no intervention for its five year misson, the ground sysem should
driveto be sdf sufficient.

44 Hardware

It is ealy days for Gaa to look a hardware serioudy. Most of the projects have built on
chegp disk sysems attached to machines rather than the more expensve Storage Area
Networks (SAN) currently in use in some Gaa Stes (eg. Barcdona and ESAC). This is
usudly a cogt decison and will be no different for Gaia in the long run. It does seem SANSs
and gmilar technologies are fdling in price and a petabyte SAN in ten years may cost only
about three million euros. At leest for some of the Gaia dtes this may be achievable —
depending on how much is needed for processing power.
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Apat from SDSS no one has a particulaly good word to say about tape. The preferred
method is to buy more chegp disks and keep dl the data online. This can be expensve — disks
cost money to spin and produce a lot of heet, however disks which spin down in a power save
mode will surdy come to market soon to dleviate the power and heat problems. It is clear
that if tapes are to be used, they need to be high qudity; they will therefore dso be expensive.

Criticd Gaia daa should be kept in a least two locaions. In the current scheme this will be
the case as raw data will be shipped to a least one other Ste and dl Stes will have a copy of
the Man Daabase (at least the current verson). This does place certan hardware
requirements on the Sites.
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5 Concludons

Severd interesting points were raised by conducting interviews with some of the magor
Agronomy projects of the moment. An atempt has been made to homogenise the

information and apply it to Gaia

Management of science projects is more difficult than industrid projects yet science
managers tend to have less training in the management fidd. A more rigorous approach to
management would help with accountability as wel as cogt edimdion and ultimady
achieving the ovedl project gods Gaa needs to continue on its track of rdatively formd
management while formdly training the managers in key pogtions for the data processing,
namey the CU managers. Accountability needs to be ingrained in the CUs from an ealy
dage, deadlines must be agreed with CUs and then they must be held sacrosanct. To reduce
the posshility of falure due to under performance of any group involved in the processng,
interdependencies need to be kept to a minimum. ESA teking a mgor coordingtion role here
should help since it will be populated with ESA funded daff over whom ESA at least have
fiscd controls. This ESA controlled group may form a hub for the processng dependencies
and thus avoid, or a least reduce the complexity, of the interdependency network between the

groups.

In addition to the WBS Gaia needs to define phases for the Gaia data processng project and
cary out a more complete architecturd desgn. Work packages resulting from the
architecturd design need to be assgned to CUs to ensure a full processng mode is in place.
The ECSS sandards should be adopted for Gaia processng and at least some staff should be
trained on the application of the standards.

Gaia is doing well on the software front; Java is a good decison for the foreseegble future
giving portability and low cost software However, the choice of language does need to
remain on the table for later. The choice of Database Management System needs to remain
flexible, as is currently the case. CVS is dready in use and dectronic issue tracking is in
place. Gaia needs some browseeble mail archives. Where possble Gaia needs to automate
tasks from software builds up to data processing.
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It is too early to make mgor consderations concerning hardware for Gaia Developments in

technology need to be monitored and costs considered later in the mission.

It seems Gaa is dready doing many of the things which would be recommended by the
managers/scientists interviewed. This is excdlent news and shows that Gaia has a very
experienced and dedicated team in place dready. The road is long however and problems will
aurdy aise Gaa daa processng, dthough a mammoth task and probably facing insufficient
funding, needs to reman nimble in many areas — this is a chdlenge in common with many
scientific projects of course, but each st of new projects ae more ambitious then ther
predecessors amplifying such challenges.

Here a start has been presented which the author hopes will help in the formative years of the
Gaia Data Processing project.
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Appendix 1. Answersfrom GSC/DSS Project

1 Introduction

This is the questionnaire used to guide interviews about projects for the study. A summary of
the answersis provided below under each question.

2 Background

Q1. What isyour name and position in the project?
Brian Mclean , Scientist

Q2. May I record this conversation?
Yes

Q3. May | useyour namein my final report?
Yes

Q4. Would you provide a brief summary of the project or salient reference ?

GAIA proceedings from Cambridge 1995, Summary of GSC and DSS, ES SP 379

3 Misson Cods

Q5. What was the overall budget estimate for the mission at the outset?
No good answer. GSCl was part of HST and this was expanded, there was external funding.

Probably was formal budget but it is unknown to Brian who was not in management then.
110FTEs from project start GSC2 ~$2 miillion since 1998. GSClI was probably another
100FTEs.

Q6. What was the final/current overrun or under spend?
The best possible job was done with the available money
Q7. How much was earmarked for Software development?
Bulk of the cogt (60-70%) was in personnel and they were doing software devel opmert.
Q8. Was there an over/under spend on software development, how much?
Not possible.
Q9. How much was earmarked for Hardware procurement?
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The scanning machines were expensive but these were covered in the origind HST operations

cogts. $1 million was spent on hardware for DSS1.
Q10. Wsthere an over/under spend on Hardware, how much?
Possibly but it was al in the original HST ops.

4 Management

Management is a tricky topic but one for great interest to me, especidly for science projects.
To put this in perspective again we ae interested here in the management of the data
processng and dtorege teams not perhaps the building of the entire ingtrument and generd
project.

Q11. What size has the tem been over the lifetime of the project?
Fluctuated from 10 to 21 currently about 10 ramping down for last 5 years.
Q12. How many institutes are involved?
14 STSCI , 2 ESO, 5 a Torino. These are the 3 indtitutes in active work. Sponsored by 12
indtitutions.
Q13. Has aparticular management style been consciously adopted by the project
manager?
Bary (Laskar) ran everything. Barry was a leader — he did not adopt a Syle He lead by
example
Q14. Are managers formally trained ?
Minimd. Some team building technica leadership.
Q15. Can aone page Organigram be provided?
Not in that form— could be done. Might have mind map (influence of the Author).
Q16. What would you change with the advantage of hindsight?

Not more control. But would like to make people more accountable to keep the schedule.
Across the board religbility was a problem, went in with positive optimistic attitude , assumed

others were similar. Did not always work like that.

Q17. What was the manpower/time estimate for your magjor software product ?
Tasks were generdly estimated on atask basis.

Q18. What was the reality?
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Even with experience the estimates were aways underestimates even when doubled.

Software

Some of these of course could be answered with a yes or no but | am hoping for a little
eaboraion ©

Q109.

Q20.

Q21.

Q22.

Q23.

Q24.

Q25.

Q26.

Q27.

William O’Mullane

Are a set of software engineering standards used in the project (1SO,ECSS),
is adherence checked ?

“We are not software engineers’. There were no forma standards. Had own way of doing
things. There were coding standards but no lifecycle. The entire project god was known to

everyone but it was not formaized down to lower details.

Were standards mandated by a funding agency?
No.

If standards were mandated state your opinion on their benefit to the project?
NA.

Is a particular Software development methodology used in the project or

parts of it (OMT, Booch, Waterfdl) ?

Rationd Rose was used to do the DB design/Data Modd for Objectivity and later for other
small parts of the project.

If amethodology is used how was it selected?

Came from using objectivity. Objectivity probably because of influence from A. Szday and
SDSS.

Do you use a source code control system such as CVS?

For origina processing software not. Code was copied to test and then to live. Source Safe

was used for the C++ on windows when objectivity became the main system.
Do you use arelease management system such as ClearCase?
None. Used MMS for awhile (VMS system)
Do you use a problem tracking system?
No. Would now. Not even a single person in charge of problems — everyone pitched in.
Have you partnered with a major vendor for software production?
Not redly. Worked with objectivity but no red on site help.
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Q28.

Q29.

Q30.

Q3L

Q32.

Q33.

Q34.

William O’Mullane

Have you been able to use COTS (Common Off The Shelf) componentsin

you system? (Even Freeware)? Did it save money?

Objectivity. Unclear thet it saved money — changed the way people worked and what they
worked on. “No way to tell how much it saved us’. GSC1 worked fine but no formal database
but it would not scale like Objectivity did. But there was a big learning curve for Objectivity.

What is your main development language? (if you have one).
Fortran moving to C++ moving to C#. IDL is used throughout the project. Some Java for part
of project.
How would you rate your processing in terms of difficulty , describe it a
little?
Moderately complex dgorithms, object detection and image cdibration. Proper motion

caculaions etc were simple enough. Fairly complex to manage, so big, so much to manage.
There were 8 Terabytes of images.

Hardware

What kind of hardware system do you have, monolithic
mainframe/supercomputer or cluder/distributed system or something else
entirely?
Evolved. Started with VMS clugters, servers and workstations which aso did processing.
VMS servers ill running. Then went to windows. Now one big windows box. Still
processing images on VMS, Data loaded in DB but some images need to be reprocessed eg.
in gdactic plane where object densty is high.
Approximately how much processing power have you got?
No idea. Not even a retrogpective cdculation. A notion of time per image was known and
more hardware was purchased to make it faster.
How much disk space?
Now have 25 Terabytes spinning. Interesting that this is 3 times raw data. Raw images one
third, scratch one third, one third for result databases.
How much disk and processing power was estimated for in the beginning of

the project (if one was made)?
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Q35. Do you use atape archive? If soisit still cost effective?

Backup is to tape. But not religble enough. Guaranteed an error in 40GB backups. Moving dl
to spinning RAID array.

Q36. Have you partnered with a magjor hardware vendor? Was it successful? Did
you ever feel locked in?

DEC in the beginning , moved to wintel. No feding of lock in. Objectivity drove wintel
decison dso. VMS for image processing, Database on windows. Mainly DELL (intitute
decision) but not exclusive. Obvioudy no lock in sSince a move was made.
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Appendix 2. Answersfrom SDSS Proj ect

Introduction

This is the questionnaire used to guide interviews about projects for the study. A summary of
the answersis provided below under each question.

2 Background

Q1.

Q2.

Q3.

Q4.

Q5.

Q6.

Q7.

Qs.

William O’Mullane

What is your name and position in the project?
Bill Boroski, Project Manager for Sloan Sky Server

May | record this conversation?
Yes.

May | use your name in my final report?
Yes

Would you provide a brief summary of the project or salient reference ?
Soan Digitd Sky Survey is a project cregting a digital map of Y4 of the universe doing both
imaging and spectroscopy. Currently seeking funding for 3 more years which would make an
8 year survey. When done it will be close to 8000 square degrees of imaging data and 1

million redshifts of gaaxies quasars etc. Data will be made available to the public from one
main Ste and mirror sites al over the world.

Misson Cods

What was the overall budget estimate for the mission at the outset?
~$25 million to do afive year survey
What was the final/current overrun or under spend?
Fina project for the 5 year survey is $85 million. The project was vastly under scoped in
terms of work required and hardware and procurements.
Budget for 3 more yearsis $15million. Current running cogts are $5.5 million per year.
How much was earmarked for Software development?
Not available.

Was there an over/under spend on software development, how much?
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Probably adso vadly underestimated. All development was supposed to be done before
operations but it went on wedl in tot the first year or year and hdf of operations. There is il
development work on calibration software and databases.

Q9. How much was earmarked for Hardware procurement?
No breskdown &t the moment.

Q10. Was there an over/under spend on Hardware, how much?
Underestimated both for the mountain top and processing.

4 Management

Management is a tricky topic but one for great interest to me, especidly for science projects.
To put this in perspective again we ae interested here in the management of the data
processng and dorage teams not perhaps the building of the entire insrument and generd
project.

Q11. What size has the team been over the lifetime of the project?
More familiar with last 1.5 construction up to now say 1997. We had a 4 person management
committee which forms the core of the management team. Then five level one managers who
oversee sysems like the observing systems (everything that supports mountaintop
operations), data processing and distribution, observatory itself, survey coordination and a
business manager. Core Management team is around 9 or10 people.

Q12. How many institutes are involved?
14 inditutions involved now. 7 have people very activdly involved in the infrastructure
associated with the project.
(Fermi, Hopkins, Princeton, Chicago, Naval observatory, University of Washington, New
Mexico, Chicago state— may be missing one.)
Others provide funding or get involved in a project like cdibration task force.

Q13. Has aparticular management style been consciously adopted by the project

manager?

Collaborative effort. Try to manage in a collegid manner but till top down — core team sets
direction. Management delegated down to the different levels. E.g. | look after observing

systemswith Jm Gunn, aslong as everything is ok we are left to ourselves.

Q14. Are managers formally trained?
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One formdly trained manager —that’s me. Mike Evans has formd training aso.
Q15. Can aone page Organigram be provided?

To be provided. ARC (Astrophysical Research Council), a group of universties, is the legd
entity running the project. A sub body caled the advisory council which advises ARC and
delegates the day to day ops to Rich Kron the Director. Director created the management
committee to help him. The committee is the director, the project scientist, the project
manager and the project spokesperson. We ded with collaboration issues (the spokesperson),
the project manager dedls with al cost and schedules and day to day operations, the project
scientist deals with science issues. The director oversees al of this.

Q16. What would you change with the advantage of hindsight?

There have been a lot of occasons were we have not been good at clearly defining the roles
and responghilities of different individuds in key postions, giving them the authority for
doing that job and holding them accountable for doing that job. That led to some confusion.
Problems have occurred where people have said “ you gave me this postion and title, now let
me do my job”. But you can not tell people “just do it” there is lot of negotiating and coaxing.
Getting people to do what you want is chalenging, some people can ded with it better than
others. So that’s an issue holding people accountable for what they have done.

Another issues goes back to the scientists. A lot of people were used to deding with smdl
science projects within their own organisation or lab and Sloan is a big science project. Have
to ded with a lot of transparency, forma procedures. For example “Why do version
control?’. Now on the mountain a system is in place for delivery and testing of code before it
goes in production the old way in the middle of a run the software version may change and
we would not know what happened. When we tried to implement formal procedures people
balked at it saying it was bureaucracy.

Ancther issue is the “unevenness “ of the skill level in the team. So some people would  say
(procedures) are fine for everyone ese but do not apply to me.

In hindsight if the policies, procedures verson control etc. were in place up front and you
were disciplined about following them the operation would run smoother. Some people would
be unhappy initidly. Management need to behind it.

Q17. What was the manpower/time estimate for your major software product?

Unsure
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Q18. What was the reality?

It overran. 4 inditutes originaly . Work was done on an ad-hoc volunteer basis — everyone

went off thinking that it would al come together but it did not of course. No one was to
blame, just no one ever did this before and it was a hard job.

5 Software

Some of these of course could be answered with a yes or no but | am hoping for a little
daboraion©

Q19. Areaset of software engineering standards used in the project (1SO,ECSS),
isadherence checked?

No forma standards for software. But it might have helped. Early on there were requirements
and statement about platforms and languages. Don Petravick and the data acquidition team
wanted clearly defined requirements and they were going to build to those requirements. They
hed a very rigorous gpproach but | do not know if they used formal standards. In contrast
Robert Lupton and those at Princeton, they had an idea working with Jm Gunn of what
needed to be done and they worked towards that. But they never signed off on requirements
so they could say they were finished.

Q20. Were standards mandated by a funding agency?
No.
Q21. If standards were mandated state your opinion on their benefit to the project?

Q22. |Is a particular Software development methodology used in the project or
parts of it (OMT, Booch, Waterfall)?

None — everyone has their own way. When one takes over another’s code a lot of rewritten is
done. Not everybody but a lot of people —seen alot of code tossed. People argue | understand
my code better —quicker to rewrite. There are some parts no one will touch

Q23. If amethodology is used how was it selected?

Q24. Do you use a source code control system such as CVS?
CV'S. Widely used. Some problems getting buy in. It's a very good idea
Q25. Do you use a rel ease management system such as ClearCase?
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Nothing forma. Wish we did, wish | knew more about it. There is a system whereby
developers tag a module for rdlease — another person checks this out and builds it, another
tedsit, before it is declared for release.

Q26. Do you use a problem tracking system?

Gnats. It works. For Problem Reports (PR) and managing Change Requests (CR). On the
mountain there is a forma system to look a PRs and CRs and review them and decide which
ones to ded with and which to have work around for.

A big pat of management is that it is easy to have good idess its redly hard to execute,
Robert is often on my back that | am not keeping on top of the PRs. We should not have open

PRS we should not have critica high PRs. It would be nice to have someone responsible to
chase them down. System is only as good as how well you useiit.

Q27. Have you partnered with a major vendor for software production?
no
Q28. Haveyou been able to use COTS (Common Off The Shelf) components in
you system? (Even Freeware)? Did it save money?
Yes. ImageMagick, TCL, SQL Server, MySql freeware. Certainly saved money yes.
Q29. What is your main development language? (if you have one).
C but dl kinds of other things
Q30. How would you rate your processing in terms of difficulty, describe it a
little?
Very Chdlenging. In terms in data collection, processing and Management of the data. Huge

amount of effort went into making the processing a factory, automated and modular as

possible. Chris Stoughton gets credit for that.

6 Hardware

Q31. What kind of hardware system do you have, monoalithic
mainframe/supercomputer or cluster/distributed system or something else

entirely?
Distributed heterogeneous.
Q32. Approximately how much processing power have you got?
No idea
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Q33. How much disk space?
Will be provided — on the order of 40Tb for finished data then there is scratch space and
desktops and on the mountain (maybe 2 Tb up there).
Going to have 40tb for 3.6Tb of data (that' s the SQL Server database).

Q34. How much disk and processing power was estimated for in the beginning of

the project (if one was made)?

Q35. Do you use atape archive? If soisit still cost effective?
Yes ENSTORE. DLT Tapes are sent (FedEx) from the mountain and put in ENSTORE to get
the data — this is more cost effective than streaming the data. This is also used for backups. 9
DLTs for an image. Write to 2 sets of tapes. One set shipped one stays. Once Per year other
st put in cold sorage. Have actudly retrieved some occasiondly and they have worked.
For upgrades talking about writing to hot swappable IDE drives. But IDE disks are now
cheaper. Princeton have a specia shipping case

Q36. Have you partnered with amgjor hardware vendor? Was it successful ? Did

you ever feel locked in?

No. Have occasionaly gotten some hardware from some vendors.

Q37. Anything else to add?
Requirements are very important, getting scientist to agree to the requirements up front is
very hard. Its one of the big chalenges of this business. If you don't have them you don't
know when you are done and it is very hard to manage with a fixed budget.
Severd early operations reviews consigtently mentioned, Developers have a different mindset
than operations people, a lot of times people can not make the trandtion. Some people are of
an ops mindset they say we are done it meets requirements we are running with it, while a
developer will say ‘yes but | know | can make it better. For a project like Sloan, an industrid
strength science project, a some point you just want to shoot the developers and say we are
done. It has been a chdlenge; some reviewers suggested looking at daff and possible
replacing some developers with operations people. It is not easy to go from construction to
ops with the same group of people.
There is a reason people are where they are. There is a reason that people in this project are in
academic ingtitutions because they like that culture and that freedom do not want the rigor of
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the corporate structure. Try to get the rules and procedures in place firdt, early and them
enforce them rigidly. | have had to change people’s passwords — they would not follow
protocol and | changed the password. Bad thing to do. Annoys some people, gains some

support from others. But sends a clear message that the rules are important.

If everyone knows there is a problem that needs to be taken care of it needs to be taken care
of. It causes bad mora al round and management are not seen as deding with it. Ealy in
Soan there were individuds in the way, a source of problems everyone knew it, but
management, the people who could have done something about it, did nothing. When there
was a management change and those people were dedt with there was a vast improvement in
moral. Don't let things fester. If something needs to be done do it, but it takes guts.
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Appendix 3. Answersfrom LSST

1 Introduction

This is the questionnaire used to guide interviews about projects for the study. A summary of
the answersis provided below under each question.

2 Background

Q1. What isyour name and position in the project?
Jeffrey Kantor, Project Manager for Large Synoptic Survey Telescope

Q2. May I record this conversation?
Yes.

Q3. May | useyour namein my final report?
Yes

Q4. Would you provide a brief summary of the project or salient reference?
Project is to create a very wide aperture deep field telescope, it is as yet unclear if this will be
in the northern or southern hemisphere. Then to do a continuous survey over 10 yearsin 5
filter bands of the entire haf ky. Each image will be about 3.5 GigaPixels, shooting for 1%
photometry and .2 arcsecond astrometry. We hope to support a number of different
missions~: weak lensng science, galactic structure studies, solar system inventories, fast
moving objects. My part of it is as each of those images comes out of the focal plane, there is

one every 15 seconds or o, | have to do dl the processing, reduction storage, curation of the
storage, make it available for public science.

3 Misson Cods

Q5. What was the overall budget estimate for the mission at the outset?
There will be 3 phases.
R&D , studies, proof of concept etc. will be ~$14 million government funding plus $10 - $14
million of private funding.
Construction, build the telescope set up the data canters, configure it dl commission it and so
on. ~$270 million.
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Operations, initid survey period of 10 years to get redly good catdogues, and images from
that ~$20 million per year, about hdf for data management. 3 Petabytes per year.

Q6. What was the final/current overrun or under spend?
Can't overrun, R& D stops when the money is gone.
Q7. How much was earmarked for Software development?

About $60 million during construction phase for data management. Hardware, software,
everything once the bits leave the camera

Q8. Wasthere an over/under spend on software development, how much?
Not in that phase yet.
Q9. How much was earmarked for Hardware procurement?

60% of the 60 million is going to be for software development and 40% for hardware. Not dl the
hardware will be purchased at the beginning of the mission, sinceit will get cheaper.

Q10. Was there an over/under spend on Hardware, how much?
Not in that phase yet.

4 Management

Management is a tricky topic but one for great interest to me, especidly for science projects.
To put this in perspective agan we are intereed here in the management of the data
processng and dorage teams not perhaps the building of the entire insrument and generd
project.

Q11. What size has the team been over the lifetime of the project?
Just assembled leadership team for Data Management. Jeff, Tim Axelrod (Project Scientist)
six months ago. Permanent staff will probably pesk at 15-16 people. Also a large number of
volunteers currently involved in R&D phase.

Q12. How many institutes are involved?
Now 12 members of the consortium (in America), organized into 3 research teams. There are
6 working groups to define requirements.

Q13. Hasaparticular management style been consciously adopted by the project

manager?
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Demoacratic manager. Like to gather broad range of input, vet that through a decision process.
Pretty drict once decison is made not to lightly or arbitrarily overturn a decison. Need to
keep things moving.

Q14. Are managers formally trained ?
Yes software developer and IT manager for many years, with lots of formd training
(technical, management, quality assurance).

Q15. Can aone page Organigram be provided?
Forma org chart is future state diagram. Currently 3 research teams and they have a
temporary structure. The 16 people structure is the target and has been documented.

Q16. What would you change with the advantage of hindsight?
Thisis the beginning, don't have any hindsight yet.

Q17. What was the manpower/time estimate for your mgjor software product?
16 people over 45 years. | use a forma estimating methodology based on COCOMO, FPA,
and SLIM/QSM. The estimates | ran actualy suggest it would be possible to do this in a
shorter period of time with more people. But because of the research nature of some of the
algorithms we are not sure how best to do them yet. | think that we will find is time will be
stretched and we will be able to do it with alower number of people over alonger period.

Q18. What was the reality?
Not in this phase yet.

5 Software

Some of these of course could be answered with a yes o no but | am hoping for a little
daboration©

Q19. Areaset of software engineering standards used in the project (1SO,ECSS),

is adherence checked ?

Using a UML based specification process caled the ICONIX process. It is sort of half way
between the very formd heavy specificaion process and the very agile eXtreme
programming that has amost no specification processes. About two thirds of the way over to
the extreme sde. You can't go al the way over there because then you are just hacking, but

you can gill stay agile and do some specifications.
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| am a big beiever in models and prototypes, | am not a big believer in documents except for
user documentation. We work on the models and when we have to we produce the documents
from the models (UML modelling, Use cases etc).

Q20. Were standards mandated by a funding agency?
We have some project management standards we expect to be mandated by the Department of
Energy pert charts, earned vaue reporting, etc.. Even NSF for the large MRE (Mgor
Research Facilities) type projects, is starting to require more forma project documentation

Q21. If standards were mandated state your opinion on their benefit to the project?
Mixed opinions about that. If done properly they are useful reporting mechanism, but
sometimes they are a heavy burden just preparing documentation. The larger the project the
more you need it.

Q22. |Is a particular Software development methodology used in the project or

parts of it (OMT, Booch, Waterfall)?

The Iconix methodology is more a technical methodology than a project management
methodology. Higtoricaly, OMT, Booch and Objectory were 3 predecessor methodologies to
the Unified process, a predecessor to the Rational unified process. At the same time Iconix
were developing their methodology and kept it a little lighter. The 3 gurus (Booch, Jacobsen,
Raumbaugh) did a good thing trying and stop the methodology wars, but they (Rationa)
wrote an encyclopaedia and no one understands how to apply the encyclopaedia

Q23. If amethodology is used how wasit selected?
Experience over many years and projects of Jeff and Tim.

Q24. Do you use a source code control system such as CVS?
Usng CVS, least common denominator. Looking a Subversion (said revision but later
corrected).

Q25. Do you use a release management system such as ClearCase?
Looking for something alittle lighter weight.

Q26. Do you use a problem tracking system?
Do have an issue and risk tracking system. Microsoft project Server which has a component

for this but not for defect tracking. We will have a software defect tracking system aso, when
we are producing significant amounts of software.

Q27. Have you partnered with a major vendor for software production?
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Not currently.

Q28. Haveyou been ableto use COTS (Common Off The Shelf) componentsin

you system? (Even Freeware)? Did it save money?
We ae dill testing DBMSs. We have 3 layers. gpplication layer, middleware layer, and
infrastructure layer. The infrastructure is hardware and system software we anticipate that will
be 99% df the shdf the only area where there might be something specid purpose is in the
acquisition interface to the camera Middleware we anticipate using a lot of off the shdf
software, probably Condor and a lot of the Grid tools, probably MPI (Message Passing
Interface) for some of the pipelines. We will definitely be using some form of database
management system for portions a least of our catalogue (it may be commercia or open
source). In the application layer that's where most of the custom work will ke, specific
agorithms etc. Certain parts of the problem lend themselves to files sysems and some to
DBMS. Do have some current issues with DBMS performance but we are researching query
pardlelization and rapid ingestion to address that.
Q29. What is your main development language? (if you have one).

Basdine is C++ and Python, may extend to Java for less performance critical or web-centric

work.
Q30. How would you rate your processing in terms of difficulty, describe it a
little?

The data rate is unprecedented, a DVD worth of data every 15 seconds. We have transent
aerting requirements which are sub a minute. We have to correct and register the images, we
have to photometrically and astrometrically calibrate them, we have to classfy, detect and
det and we've got to do that in less than a minute. We dso have to provide feedback from a
qudity control standpoint back to the telescope in less than a minute. If an image is not
looking good it needs to be done again or adjustments need to be made, we have to point out
‘here is where its out of whack as far as we can tell’. Thiswill be done at the mountain base.
Accumulating the data at that rate becomes on the order of 2-3 Petabytes per year. Being able
to efficiently query that, search it, is another chdlenge.

A longer processing will also be done less frequently, images will dso be stacked. This will
be done at the archive centre and fed back to the mountain base for future subtractions and so

on.
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6 Hardware

Q31. What kind of hardware system do you have, monolithic
mainframe/supercomputer or cluster/distributed system or something else
entirely?

We have 3 kinds of computing centre each with more than one subsystem each with its own
hardware configuration and architecture.

On the mountain base we have the data acquisition plus a pipeine server and storage
aufficient to support the pipeline server and buffer 25 days of data

We anticipate having a 2.4 to 4 gigabit link to the archive centre. We are going to ship the raw
data, even though is dready been processed. We bdieve the long haul link is a cos-driven
limitation. We are monitoring the network availability, we feed confident by the time we go
operationd that 2.4 will be available and maybe as much as 4. So we are architecting to that
capacity. That means we do not want to ship both the raw data and the processed data over
that link. So we will send the raw data and process it dl over again at the archive because
computers will be alot chegper than long haul bandwidth.

The archive centre also has Data Access Servers, this is where the VO would aready come in
for event derting and data access.

Then we have pure data centres which are replicated sets or subsets of the data for generd
availability. Those only have data servers. We have a tiered access modd for getting at the
data to manage performance.

Q32. Approximately how much processing power have you got?

We figure aggregate between the mountain base and one archive centre with pipeline server
and data access server we figure we need ~75 TeraFl ops.
There will be other centres to optimise community data access.

Q33. How much disk space?

Uncompressed 3 Petabytes a year so probably 2 times that amount (not sure). Cant imagine
more than 3.

Q34. How much disk and processing power was edimated for in the beginning of
the project (if one was made)?

Disk is getting cheaper than tape. Disks may not be as reliable over the long term there is a
rea trade off. Working with NCSA which has huge disk and tagpe farms, Livermore and
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Brookhaven have huge disk and tape farms. They are dl looking at this. We are going to let
the big centres tell us where to go with this.
Part of the premise is any one part of the survey is as interesting as any other pat —an
argument for kegping it dl on disk.

Q35. Do you use atape archive? If soisit still cost effective?
See previous question.

Q36. Have you partnered with a magjor hardware vendor? Was it successful ? Did

you ever feel locked in?

Not so far. Looking a IBM blue gene and Cell (IBM, Sony) architectures, othe's as well.

Q37. Anything else to add?
Volunteers are definitely a two edged sword. You get some vaue but you redly have to work
aitl
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Appendix 4. Answersfrom CDS

1 Introduction

This is the questionnaire used to guide interviews about projects for the sudy. A summary of
the answersis provided below under each question.

2 Background

Q1. What isyour name and position in the Facility?
Francoise Genova — Director of the Centre de Données astronomiques de Strashourg (CDS)
Q2. May I record this conversation?
Yes
Q3. May | use your namein my final report?
Yes, okay.
Q4. Would you provide abrief summary of the facility or salient reference?
CDS is a data centre which was founded in 1972 by the Ingtitut National d’ Astronomy et de

Géophysique which takes care of ground based facilities in France which is now INSU. CDS
has severd roles, one is providing reference services, added vaue services to the astronomica

community. From the very beginning it was put in an observatory so there was scientific
expertise and to keep the focus on serving astronomers and not building technicd tools. We
have a lot of experience building reference tools and standards, so we are dso leading the

French effort in the virtua observatory (VO). In a sense we were precursors of the VO at the
internationa level

3 Costs

Q5. What isthe budget of your facility?

It is difficult to compute the cost completely as we rely on government positions. So | do not
get a budget rather a number of staff. Most of the astronomers and technical staff are in
government positions.

Q6. Isthereatypical overrun or under spend on projects?
We check the project gatus very closdy to see if they are taking too much time. If a project is
taking too much effort | need to take care of the global balance. If something is more difficult
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than expected we may drop an action (Requirement). Some projects are on specific budget but
usually, on European projects, we try to define what we will properly do and do it properly.

Q7. How much was earmarked for Software development?

(wil) You have mostly software & CDS? We have quite a bit of hardware. Hardware is
managed by the sys admin and his aide at the observatory. The main cost is people, not only
software engineers, adso astronomers and a lot of people who are trained as librarians who
build the database contents Simbad or Vizier contents. So you do not know them but there are
many, there are more documentalists than software engineers working on the project. Many of
the astronomers work on the content and not working directly on software development.

Q8. Isthere an over/under spend on software development, how much?
Not relevant.

Q9. How much is earmarked for Hardware procurement?
Smadll part of overdl cogt.

Q10. Isthere an over/under spend on Hardware, how much?

(will)Y ou have what you have ? Y es and we adjust to it.

4 Management

Management is a tricky topic but one for great interest to me, especidly for science projects.
To put this in pergpective agan we ae intereted here in the management of the data
processng and dorage teams not perhgps the building of the entire instrument and generd
project.

Q11. What size has the team been over the lifetime of the facility?

When CDS began it was only a few individuas and for fifteen years there was only one
software engineer. Then it grew progressively, with people coming and going. We are now
between 25 and 30 but not dl full time and some not in Strasbourg.

Q12. How many institutes are involved or isit all in house?

Most are in Strashourg. We have a few librarians in two ingitutes in Paris. There are two
Astronomers with content expertise are in other French towns. So five indtitutesin dl.

Q13. Has a particular management style been consciously adopted by the

management ?
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No particular style, no standard definition. We try to have meetings with a broad range of
profiles, software engineers, astronomers together and discuss the datus of different projects
and the globa drategy. Consensus building and taking into account the different points of
view on the direction of astronomy which must be taken care of in databases, what is the
evolution of technology which means we need software engineers who do red technica
work. We need dso to see the policies of the agencies and understand how to respond. Also
what are the possible collaborations.

Q14. Are managers formally trained?
no
Q15. Can a one page Organigram be provided?

| am working on it. | have to take in to account the cross project dependencies and transverse
expertise. | have to find amatrix organigram. Three dimensional perhaps.

Q16. What would you change with the advantage of hindsight?

Not aways happy but it is hard when one aways tries to perform the best. One must aso
consider when you do something differently it is possible to see which other things may have
aso come out differently — overdl it is difficult to say if a change would have made anything
better in theend.

Q17. What was the manpower/time estimate for one of your major software

products? What was the reality?
Irrelevant.

5 Software

Some of these of course could be answered with a yes or no but | am hoping for alittle
daboration©

Q18. Areaset of software engineering standards used in thefaculty (1SO,ECSS),
is adherence checked?

No particular andards.

Q19. State your opinion on their benefit to the facility?
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Q20. Is a particular Software development methodology used in the facility or
parts of it (OMT, Booch, Waterfall, Unified, Iconix)?
No. Some people use tools —it's an individud bess.
Q21. If amethodology is used how was it selected?
Q22. Do you use a source code control system such as CVS?
We have begun to useit. It is useful.
Q23. Do you use arelease management system such as ClearCase?
Q24. Do you use a problem tracking system?
No forma problem tracking.
Q25. Have you partnered with a major vendor for software production?
Q26. Have you been able to use COTS (Common Off The Shelf) componentsin
you system (particularly DBMS)? (Even Freeware)? Did it save money?

We use severd databases. We look at requirements and choose. We have rdaiond, OO and
in house database systems. For long term maintenance we are trying to move in house things
to Postgress (Simbad is being ported). — just a remark here: this does not mean we will use

Postgressfor all other CDS database needs since we do case by case requirement study -
Q27. What is your main development language? (if you have one).
It used to be C,C++ but many people are using Java now.
Q28. How would you rate your processing in terms of difficulty, describe it a

little?

We have to read the journds and get the Simbad information. It is difficult but relies on
people. Effort has been put in to define procedures. We are revidting it.

6 Hardware

Q29. What kind of hardware system do you have, monoalithic
mainframe/supercomputer or cluster/distributed system or something else
entirely?

No supercomputer. Some Unix and more and more PCs. Operational machines are Linux. —
also PC clusters
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Q30. Approximately how much processing power have you got?

Q31. How much disk space?
More than 1Tb , 5 or 6 terabytes on several machines. Nothing specia. The first Simbad was
on amainframe. It went from IBM to another centreandto Unix —it has moved many times.
Q32. Do you use atape archive? If soisit still cost effective?
We have backups. But we are trying to have a full copy on disk in another building. Tapes
take along time to rebuild a system. Cost was an issue.
Q33. Have you partnered with a major hardware vendor? Was it successful ? Did

you ever feel locked in?

Q34. Anything else to add on any topic?
Adjust the management to the project. Understand the conditions of the project, the people,
the partners and the goa's (what you want to do) and if you have many organizations what are
their own condraints. Define roles and goals for each organization and get them to agree on
them. Adjust the management and management style to the gods of the project, this is just
common sense. But it is not dways possible, if you are in a highly organized structure you are
not free to choose your organization principles.
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Appendix 5. Answersfrom Integral Project

1 Introduction

This is the questionnaire used to guide interviews about projects for the study. A summary of
the answersis provided below under each question.

2 Background

Q1. What isyour name and position in the project?
Lars Hansson, Integral Science Operations manager.

Q2. May I record this conversation?
Yes

Q3. May | useyour namein my final report?
Absolutely

Q4. Would you provide a brief summary of the project or salient reference?
I am responsible for one haf of the science ground segment. The ground segment normally
consgsts of an uplink part and a downlink part. The downlink part, data processing and
distribution to the community is done by a Pl consortium at the Integral Science Data Centre
(ISDC) under the Observatory of Geneva. So ESA is doing the uplink part, 1 have been
responsible since we started the development and am now also managing the operations. The
software was done in house a ESTEC. ISDC aso came through me for interactions with
ESA. Now there is a triumvirate, myself, Roland Walter (ISDC) and the SOM (Spacecraft
operations Manager) in MOC (Misson Operations Centre in Germany). I1SOC is adso
maintaining a copy of the Scientific archive. The importance of Scientific Archives are much
more pronounced now in the Agency. In agreement with 1ISDC ESA is building a user
interface corresponding to the corporate look and fed dready used in other ESA mission
archives. The public part of the 1SOC archive will dso be made available to the science
community. This verdgon is now undergoing beta testing before being made available to the
public. The development is made by the archive group a ESAC. ISDC is usng a user
interface developed by HEASARC in the US.
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3 Misson Cods

Q5. What was the overall budget estimate for the mission at the outset?

This is a midsize misson overal 400 to 500 million Euro. That includes the ESA part and the
contributions made to the ingruments. 1ISDC are funded independently but are well supported
by the agency. We have put in quite some support to ISDC, for example for the archive
development, QA, testing and administrative support. ESA has put approximately 20 man
years of effort into ISDC.

Q6. What was the final/current overrun or under spend?

The overdl misson was well under control. It did not even use up dl the margins. We
invested more in the instruments than originaly budgeted.

Q7. How much was earmarked for Software development?
1SOC was about 45 people for 67 years about 40 man years. In addition around 5 man years
have been spent up to now on the ISOC science archive. 1ISDC were 25-30 people for around
8 years so around 200 man years.

Q8. Wasthere an over/under spend on software development, how much?
ISOC was adways under control and within budget. For ISDC | did not have insight but things
are often alittle different with ingtitutes.

Q9. How much was earmarked for Hardware procurement?

250-300 KEuros at the moment. But it is not sufficient — ISDC reprocessed and the volume
has grown.

Q10. Was there an over/under spend on Hardware, how much?

Saved by fdling prices of hardware. We need much more disk than originaly anticipated.
When we szed the archive we did not anticipate the expansion in size of the new processed

data — many new products which were not foreseen. Buit its ok for a year of data storage its
only 15K.

4 Management

Q11. What size has the team been over the lifetime of the project?
461S0C, 1SDC 25-30.
Q12. How many institutes are involved?
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ISOC only ESA dl in house. 1ISDC has many inditutes dso including non EU indtitutes like
Poland and Czechodovakia — around 10 ingtitutes.

Q13. Has aparticular management style been consciously adopted by the project
manager?
ISDC is a university type non managed environment. ISOC is highly managed in a top down

manner. Chrigtine Brenol was in charge of the development and | took it over when she l€ft.
Q14. Are managers formally trained?

Not paticulaly — Christine was sent on a course. | have more experience than formal training

— SDMe COUrses.
Q15. Can aone page Organigram be provided?

Would have to look in on the web stes. We just moved and cleaned up so it may be difficult

to look back in history. There may be something on the website We kept our docs in CVS

and put them on awebsite —no LiveLink or document management system was used.
Q16. What would you change with the advantage of hindsight?

Wl one thing since you are here”. We started off in a very OO way. But somewhere along
the way we need to bresk that. It was good for gathering requirements and making the
architecture. But from then on to maintain it was too much effort really — | would have spent
haf the development effort on maintaining the ADD. Java is quite reasonable in sef-
documenting. Haf way through we exchanged the database and the proposa handling
system. The solution we had was too thin the database was not deep enough. | got a new
contractor in who developed a new system in fairly short time. That was around 2 years
before launch. | keep competibility — you could switch between old and new. | am very happy
we did that. It is doubtful we would be able to import parameters from MOC in the old
system. With help of the technical directorate we Started a little project to look at this. Oracle
was integrated into 1SOC more completely. The new contractor aso introduced Jouilder and
Junit. This is very good. It was an interesting process to train the team — they were a little
reluctant. The new proposad handling was written using Junit tests. Now it is being retrofitted

to the other systems. Java choice was a good one.

2 Willian O'Mullane set up the Rose system for generation of SRD and ADDs for 1SOC as well as the
requirement matrices.

William O’Mullane &




Large sc!eqtlflc da.ta systems: gnalyqs of - DEA Setembre 2005
some existing projects and their applicability
to Gaia

""""" LINIVERSITAT DE EARCELOMA

Q17. What was the manpower/time estimate for your mgjor software product?

ISOC worked out as expected. You don't get the requirements you find out the hard way. |
stayed on the manpower level. We dso had a delay of one year which helped. ISDC were not
that critica for launch.

Q18. What was the reality?
5 Software

Some of these of course could be answered with a yes or no but | am hoping for a little
daboration ©

Q19. Areaset of software engineering standards used in the project (1SO,ECSS),

is adherence checked ?

We used PSS-05 —we did not need to switch. The answer to the question is yes. We aways
had QA support. One of there duty is to ensure adherence to set standards.
Q20. Were standards mandated by a funding agency?

Q21. If standards were mandated state your opinion on their benefit to the project?
They were useful. | ill maintain configuration control — the scientist do not like it but they
begin to gppreciaeit.

Q22. |Is a particular Software development methodology used in the project or

parts of it (OMT, Booch, Waterfall)?

We darted with a unified process but we had to change it a bit dong the line. It is a question
of individud experience. The ADD is no longer maintained and the al changes go through
the CCB. | have dways kept QA involved in the decison process. MOC side did not have QA
involved and got a lot criticism during Launch Readiness Review. | had good test
documentation acceptance test document etc. with links to SPRs.

ISDC had QA involvement lso — ESA paid a good QA person to go to ISDC and set up QA
for them.

Q23. If amethodology is used how was it selected?

Experience of team/team |eader.
Q24. Do you use a source code control system such as CVS?

CVSwasused
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Q25. Do you use a release management system such as ClearCase?
Tagging etc. Nothing specidl.
Q26. Do you use a problem tracking system?

Taken from ISO and till in use. That was an in house system. Christophe has another better
system. | supplement mine with a spreadsheet — Christophe's system does this automaticaly.

Q27. Have you partnered with a major vendor for software production?
ISDC partnered with CERN, ROOT
Q28. Haveyou been able to use COTS (Common Off The Shelf) componentsin

you system? (Even Freeware)? Did it save money?
ROQOT at ISDC. Java, Oracle, Jouilder , (Rose initidly) at 1SOC. | would say it saved money
and | have not seen many problems —number of SPRs is going down.
ISDC have dso got a stable system —it depends on getting the right guys aboard.
Q29. What is your main development language? (if you have one).
ISOC —JAVA. ISDC —C++
Q30. How would you rate your processing in terms of difficulty, describe it a
little?
The main parts of the ISOC core system, the proposal handling and the associated datebase
and the mission planning are complex functions. A main complexity in 1SOC was taking to
flight dynamics software which was only available in binary form and written in FORTRAN.
We have to kept a Solaris machine for that softwere ill.
The science processing a 1SDC is complex. In the Gamma domain the processing is very
difficult compared to say XMM, it took much longer in Integrd to get caibrations etc. Thisis
genuinely to do with the difficulty of processing the Gamma Rays. The understanding of the

instrument is now much better and there is a noticesble difference over the last half year.

6 Hardware

Q31. What kind of hardware system do you have, monoalithic
mainframe/supercomputer or cluster/distributed system or something else

entirely?
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Q32.

Q33.

Q34.

Q35.

Q36.

Q37.

William O’Mullane

Solaris because of Flight dynamics. Now we Linux PC for cost and performance. Now SUN
have come back with something. ISDC has at least origindly used a lot of SUN / Solaris

computers. Whether they have moved on to replace with LINUX computers in not known.
Approximately how much processing power have you got?
Processing power has never been a criticd issue since the proposal generation is done localy
at the proposer’s local computers. Then the proposals hare sent to 1SOC for further processing
and ingegtion into the proposal data base.
How much disk space?
Around 6Tb +additiona 5Tb just ordered.
How much disk and processing power was estimated for in the beginning of
the project (if one was made)?
We edimated 6 a mission start — but now it will be more like 12Th. This is probably not
enough if considering a four year extension of the mission.
Do you use atape archive? If soisit still cost effective?
No tapes.
Have you partnered with a magjor hardware vendor? Was it successful? Did
you ever feel locked in?
no
Anything else to add?
It makes a big difference what type of guys you have on board. Careful sdection of the team
is important — | also see that the OSS is a very complicated beast but | have a much more
automated system than XMM because | have automated a lot of things which | think they do
manualy. | had an expet in scheduling — XMM contracted that out. Get people with

experience in the field you are working in.
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Appendix 6. Answersfrom the Planck project.

Introduction

This is the questionnaire used to guide interviews about projects for the study. A summary of
the answersis provided below under each question.

2 Background

Q1.

Q2.

Q3.

Q4.

Q5.

Q6.

William O’Mullane

What is your name and position in the project?
Jan Tauber Project Scientist
May | record this conversation?
Yes
May | use your name in my final report?
Yes
Would you provide a brief summary of the project or salient reference?
It's a cosmology mission and its trying to make an image of the fluctuations in the Cosmic

Microwave Background (CMB), the highlight will be if we can meesure the polarized
component of that.

Misson Cods

What was the overall budget estimate for the mission at the outset?
When we were sdected (not with Herschel) we had a misson envelope around 350Million
from ESA. The inditute part was quite large aso, today the two instruments are about
250Million. So atotal of over 500million for Planck. Of course now we are with Herschel and
the two can not be separated —for the two together the ESA part is about 1.1 to 1.2 billion and
the whole thing probably closeto 2 hillion.

What was the final/current overrun or under spend?
This is controversid. Some people say yesiit is costing more some say not. They put the two
missions together essentidly to save money. If you compare to the very optimistic and
idealised edtimates at the time of merger you could say we are overrun but if you go back to
the origind cogs we have not overrun. We are having difficulties with the (ESA) science

budget in generd and thisis the biggest program around o it always causes controversy.
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Q7. How much was earmarked for Software development?
When we sarted out we tried to scale from previous missons. We tried to scale from

previous missions. We had two data centres. The closest missions were Hipparcos and 1SO.
The estimates which came from the Pl institutes was that each of the two DPC would need
about 300 to 350 man years worth of effort. We are cost limited.

Q8. Wasthere an over/under spend on software development, how much?
Remains to be seen

Q9. How much was earmarked for Hardware procurement?
Difficult to say. Each of the two DPCs have some amount earmarked. But not high end super
computers. Something on the order of a few million a most. This is till being discussed.
Now theingdtitutes are looking for post flight funding.

Q10. Was there an over/under spend on Hardware, how much?

4 Management

Q11. What size has the team been over the lifetime of the project?
Sticking with the science processing. This is tricky to estimate. The DPC rely a lot on
academic personnd. These are often partid — very little of each individuds time is spent on
the project. As we go toward launch things are crystalising to core teams —in both DPC we
see a core of 20-30 people who spend a least 50% of their time on the project. There is
maybe a smdler core team of less ten possibly five to eight people who spend 100% of their
time on the project. So during operations we will have a core team of about 10 people and a
floating team of about 10 more close to the core and many more around that (at each DPC).
How to run operations is under discussion a the moment. They are talking about a team of
people close to the mission of about fifty people at each consortium. That covers operations,
processing and infrastructure.
Each of the consortia are much larger they have about 300 scientists. ESA play no role in data
processing.

Q12. How many institutes are involved?
About 30 inditutes with sgnificant involvement but about 50 in totd. These are categorised

in the two DPC —a few are common.
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Q13. Has aparticular management style been consciously adopted by the project
manager?

There is no overdl style and each consortium is different. The Itdian consortium is quite
hierarchical with a fixed core and looser connection to scientific groups. The French
consortium have a very loose management — the French academics tend to be more indivudist
and do things out of good will rather than through direction. They dso relay on a British
group which makes things difficult to manage.
In the one case you have something more structured but with less drive and in the other case
something less structured but with more drive, a more enthusiastic team.

Q14. Are managers formally trained?
No. We are becoming more focused. It is hard to identify the project manager in ether
consortium but if 1 have to think of one person neither is a scientist and they have a
management mind set.

Q15. Can aone page Organigram be provided?
Have to be dug up.

Q16. What would you change with the advantage of hindsight?
Wait until we finish the misson. Today if | had to do it again | would go for one DPC not
two. This Hipparcos modd we adopted at the time dose not work for Planck. Today istoo late

for Planck.
Q17. What was the manpower/time estimate for your magjor software product?

Q18. What was the reality?
5 Software

Some of these of course could be answered with a yes or no but | am hoping for a little
eaboraion ©

Q19. Areaset of software engineering standards used in the project (1SO,ECSS),

is adherence checked ?

Both DPC clam to adhere to PSS05 Lite. The applied it loosely. They produced some
documentetion. It was a superficia effort though they were often written independently from

the development with a life of their own not related to the development. Now we are making
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an effort to get back on track — we have solit the development one part is the launch critica
pat. The rest, the scientific part, it is accepted will be developed rather differently. In
principle the launch critical part should adhere to something like ECSS.

Q20. Were standards mandated by a funding agency?
ESA mandated the DPCs adhere to some standards. They choose PSS05.
Q21. If standards were mandated state your opinion on their benefit to the project?

It would benefit the project to follow standards but we need to pare down to essentials as we
are doing now with the launch critical software. The DPCs originally were too complex it was
not possibly to know which parts needed to be tracked closely and which not. Standards need
to be maintained at least for a part of the project.

Q22. |Is a particular Software development methodology used in the project or

parts of it (OMT, Booch, Waterfall)?

Nothing in particular. There is a certain gpproach, breadboarding , number of releases etc. but
its not been adhered to.

Q23. If amethodology isused how wasit selected?

Q24. Do you use a source code control system such as CVS?
CVSisbeing used successfully. Ask Adam for details.
Q25. Do you use a release management system such as ClearCase?
Thereisareease palicy. In paticular HFl have a clear palicy.
Q26. Do you use a problem tracking system?
There isasystem. Thisis used definitely in IDIS but less so in the DPCs,
Q27. Have you partnered with a major vendor for software production?
None.
Q28. Haveyou been ableto use COTS (Common Off The Shelf) componentsin
you system? (Even Freeware)? Did it save money?

The two DPCs use different databases. At the moment the Italians may use Oracle —at the

moment they use flat files. They both tried Versant but it did not do the job. Which in some
peoples opinions was not fair. The French have discarded that. Now they are trying to
implement something on the Berkley DB system which is open source.
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Process coordinator is developed in house a MPI. There is a basic layer which is common for
the DPC which the process coordinator can deal with and each DPC has a more complex
layer on top.

Q29. What is your main development language? (if you have one).
Varies from place to place —mainly C and C++, Java has not been so successful possibly due
to the programmers not being so familiar with it.

Q30. How would you rate your processing in terms of difficulty, describe it a

little?

Conceptudly its not so complicated. There have been some changes in how people think
about this. There was a feding that we were hunting for an agorithmic bresk through to
tackle the difficult bits (Map making and power spectrum extraction). That never came —the
emphases now is to do as well as possible using approximation methods which are dready
know. So the emphasis is now not to do a perfect job but to do an gpproximate job which is
essentidly computer limited. So in a sense from that part, psychologicdly, the difficulty has
gone, now it is just a question of doing as good as you can. Another change is that other parts
which we thought were quite smple have turned out to me more difficult —dealing with time
sreams, systematic and instrumental effects. The percelved difficulty has moved from one
pat of the pipeine to another. For today’s difficulties there is no breskthrough to be
expected, it's a gtructurd problem not only infrastructure not only to do with the quantity of
data. The main difficulty is in the way you operate on the data keeping the throughput and
keeping the people intervention where it should be. This complexity has to do with the
understanding of the instrument.

6 Hardware

Q31. What kind of hardware system do you have, monoalithic
mainframe/supercomputer or cluster/distributed system or something else
entirely?

LF have a Beowulf system with 16 CPUs and they want to go to 30. HFI has got a pardld

machine of some kind. The Itdians have the idea to use the EGEE (Grid) —they are member
of the consortium. | think you need some core you control — the grid can not be used
operationdly. They may work well for scientific processng. They have been using the
NEARSC super computer machine in USA dready quite a lot. For scientific processing there
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will probably be quite heavy use of Grid or public computing resources but for the core there
will be dedicated machines at each DPC.

Approximately how much processing power have you got?

How much disk space?
Alot!
How much disk and processing power was estimated for in the beginning of

the project (if one was made)?
For the perfect job the estimates were so off scale and useless. So now we are computer
limited and will do the best we can with the resources available.

Do you use atape archive? If soisit still cost effective?
Have you partnered with a major hardware vendor? Was it successful? Did
you ever feel locked in?

Anything else to add?
Management has been very tough. Michagl’s approach of letting ESA do data processng
centraly or at least have some control is the correct gpproach. We made the decision a long
time ago to totdly let the PIs do the processing and ESA has no part of the processing and this
was probably a mistake.
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Appendix 7. Answersfrom the HEASARC facility.

1 Introduction

This is the questionnaire used to guide interviews about projects for the study. A summary of
the answersiis provided below under each question.

2 Background

Q1. What isyour name and position in the project?
Tom McGlynn— Chief Archive Scientist for the High Energy Astrophysics Science Research
Center.
Q2. May I record this conversation?
That isfine.
Q3. May | useyour namein my final report?
Yes

Q4. Would you provide a brief summary of the facility or salient reference?

The HEASARC is NASAs man archive for high energy astronomy. The idea being that
NASA provides a set of archives in wavdength domains and provide the long term Storage
for the data in those domains. So we have the HEASARC in the high energy domain IRSA in
the infrared and MAST in the optical UV.

3 Costs
Q5. What isthe budget of your facility?

$4 million ayear
Q6. Isthereatypical overrun or under spend on projects?

There is a degree of interplay with the missons, we share people and facilities so a there
could be a small under or over run. Perhaps someone works for a few months for a project or

vice versa.

Q7. How much was earmarked for Software development?
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In context of total budget, it is dl personnd these days. About haf for software development
and the other haf for scientific support and documentation, running AOs etc. It's a bit fuzzy
this number but roughly haf is a good estimate.

Q8. Isthere an over/under spend on software development, how much?

Q9. How much is earmarked for Hardware procurement?
HEASARC does not have enormous requirements — order of $100K per year.
Q10. Isthere an over/under spend on Hardware, how much?

4 Management

Management is a tricky topic but one for great interest to me, especidly for science projects.
To put this in pergpective agan we ae intereted here in the management of the data
processing and dtorage teams not perhaps the building of the entire ingtrument and generd
project.

Q11. What size has the team been over the lifetime of the facility?
15-20 person throughout its existence, roughly half scientist and half programmers, of course
all of the scientists do some programming.

Q12. How many institutes are involved or isit all in house?
(Wil) You mentioned missions so those involve institutes ?
We have guest observer facilities and guest observer programs. We are actively archiving five
missions and two under development, one which will launch tonight, we hope, (ASTRO2g).
Thereis dill development activity on some of the older missons. So amogt ten atogether.
(WIL) Do you depend on those institutes?
The genera interplay is that the data flows from the ingtitutes into the HEASARC , they may
or may not use the HEASARC facilities in their non misson critica activities but rardly use
the HEASARC for mission criticd activities. If the need data for that they keep at least the
recent data online.

Q13. Has a particular management style been consciously adopted by the

management?
No conscious management style.

Q14. Are managers formally trained?
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There is some formal training — | have spent a week at WALOPS on training but that was for
Goddard not for this facility as a whole. The contractors aso have some training. But it is not
alot and not as much as is needed.

Q15. Can aone page Organigram be provided?

There is Nic White as head of HEASARC. There are no sub management. There are 2 govt
scientists 5 contractor scientist and 10 programmers not al fully funded by HEASARC.

Q16. What would you change with the advantage of hindsight?

| would change, the breakdown, having different contractors for science and programmers. |
would have one contractor. Nic prefers separate people — this keeps NASA fully in control of
everything. No contractor has control over another contractor.

Q17. What was the manpower/time estimate for one of your major software
products? What was the reality?

Mostly level of effort. Mission software is different but not funded out of HEASARC.
HEASARC inherited a system taken from ESTEC (Exosat browse) that was then improved on
as needed (WIL gone back to Integral now)

5 Software

Some of these of course could be answered with a yes or no but | am hoping for a little
daboration©

Q18. Areaset of software engineering standards used in the facility (1SO,ECSS),

isadherence checked?

No formaly approved standards — there are some standards in groups like for FTOOLS.
There are agreed regression tests and distribution mechanism.

Q19. State your opinion on their benefit to the facility/projects?
Q20. Is a particular Software development methodology used in the project or
parts of it (OMT, Booch, Waterfall, Unified, Iconix)?

No particular methodology. With 8 programmers and 5 million lines of code we are mainly
maintaining and adding festures as they ae required by missons. We have no design
documents, critical design etc.
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Everything that is misson criticad needs proper standards. If it works on the scientific
viahility of the mission it needs to be rigorous —we could have done with more rigor but not a
lot.

Q21. If amethodology isused how wasit selected?

Q22. Do you use a source code control system such as CVS?

For some of the software — CV S or nothing.
Q23. Do you use a release management system such as ClearCase?

No forma tool. Just procedurd. 3.5 million lines of code are FT odls which has a procedure.
Q24. Do you use a problem tracking system?

Couple. Bugzilla for some, FTools have their own home brew tool. Many bugs are fixed

informaly without tracking — outsde FTools only perhaps 20-30% of bugs go through the
formal system.

Q25. Have you partnered with a major vendor for software production?
no

Q26. Have you been able to use COTS (Common Off The Shelf) componentsin

you system (particularly DBMS)? (Even Freeware)? Did it save money?

SYBASE, Bugzilla, lots of Linux free stuff, Nagios Monitors upness of the system. IDL. Old
system had its own database and it was faster, much of the database code is for transactions —
which we don’t care about it means you need someone devoted to that then. This probably
saves some money but it may not be a critica as you think —we have no gigarows, mostly
Imillion rows.

Q27. What is your main development language? (if you have one).
Nonein paticular Perl, Tcl, C, Fortran, Java
Q28. How would you rate your processing in terms of difficulty, describe it a
little?
Skyview does some — cut-outs and image registering. Some processing is done in ingest that

tends to be driven by the data centres, we do checksums and such
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6 Hardware

Q29. What kind of hardware system do you have, monoalithic
mainframe/supercomputer or cluster/distributed system or something else
entirely?

Digtributed cluster of Linux machines. All Red Hat so far. Still a few sun machines. Might be
afew others. Users have mixture of Macs PCs

Q30. Approximately how much processing power have you got?

Take our standard 1ghz machine today, we have 4 dua processor 2ghz machines so 3 or 4
Gflops of power. Lots of other machines around — depends how far out you go out in the
cluster We do have BEOWULF cluster for gravitational wave processing if we need it But not
for the archive.

Q31. How much disk space?

Archive is about 6Tb and we have 20Tb of disk and about 10Th more for user space. Bulk of
thisis on SANs.

Q32. How much disk and processing power was estimated for in the beginning of
the project (if one was made)?
immeaterial
Q33. Do you use atape archive? If soisit still cost effective?
DLT for backups only. Started electronic distribution in 1990. Have not seen a tape for along
time,
Q34. Have you partnered with a major hardware vendor? Was it successful ? Did
you ever feel locked in?
no
Q35. Anything else to add on any topic?

The issue that is import is that the initia stand that you take on these topics of how you build
things and such will lagt, it will make a permanent impression for good or ill. So it is very
important whatever you do, its important to think though carefully what you want to do and
stick with it. Take a place like ISDC which has a very rigorous approach, they redly tak to
each other, they have very clear and detail processes, they spend alot of time doing this. You
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findly get the thing after al those processes and it may not work. But the culture is
established and it gticks, | don't think you can change it very easily later.
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